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The past few decades has seen rapid growth of renewable energy sources for 

electric power generation. The main driving forces for this growth are due to the adverse 
environmental impacts of conventional power plants, their huge costs and losses in long 
transmission lines. The aforementioned concerns encourage the use of distributed 
generation (DG) in which the energy sources are installed close to the end users. 
Renewable energies with their infinite sources (like sun and wind) and the lowest impact 
on the environment are the first choice for the primary power of distributed generation 
units. 

 
In a microgrid with renewable energy sources, the objective is to transfer the 

maximum possible power. In grid connected mode, since the voltage magnitude and 
frequency are adapted from the main grid, the controller objectives are different from 
autonomous operation mode. In grid connected mode the output active and reactive 
power or input DC–link voltage magnitude can be controlled. In autonomous mode, 
along with the power balance between the loads and the sources, the voltage magnitude 
and frequency should be controlled. 

 
To have the same controller strategy in both grid connected and autonomous 

modes of operation, the droop control is proposed. To verify the proposed controllers, the 
dynamic simulation of the system is performed using MATLAB/Simulink and validated 
through laboratory scale experiment. The designed experimental system consists of a 
microgrid with two different sources: a nonlinear PV source and a battery source. In 
addition it includes three different power electronic converters: a unidirectional DC-DC 
boost converter, a bidirectional buck and boost converter and a three phase inverter. Each 
converter has its own controller signals coming from different control structure, drivers, 
sensor boards and digital signal processor (DSP) unit. 

 
Permanent magnet (PM) machines are one of the most popular synchronous 

machines in wind turbine applications. In the interior permanent magnet (IPM) structure, 
the equivalent air gap is not uniform and it makes saliency effect obvious. Therefore, 
both magnetic and reluctance torque can be produced by IPM machine. In this research 
the dynamic model of interior permanent magnet machine as a wind turbine generator 
connected to the grid is studied. The control parts are designed to get maximum power 
from the wind, keep DC link voltage constant and guarantee unity power factor 
operation. Loss minimization of the generator is also analyzed. In addition the 
controllability of the system is studied using the analysis of its open-loop stability and 



zero phase behaviors. The zero dynamics of the grid connected IPM generator using both 
the L and the LCL filter are investigated. The controllability analysis for the IPM 
generator system suggests that the topological structure of the interface filter and the 
controlled variables have significant effects on the phase behavior of the system. It is 
shown that the generator fitted with the L filter has a stable zero dynamics while the 
system connected though the LCL filter is non-minimum phase. 
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CHAPTER 1 

1.INTRODUCTION AND LITERATURE REVIEW 

 

1.1 Introduction 

 

The environmental effects and the cost of central power plants are causing a large 

focus on renewable energies. The power plants are using fossil fuels which result in 

greenhouse gas emissions. These greenhouse gas emissions have a significant effect on 

the planet especially with the growth of the population and the corresponding increase of 

energy consumption. The power plants need to send the electricity to the customers using 

long transmission and distribution lines because they have been installed concentrated in 

one place and also out of the big cities. A lot of power is lost along the lines which 

creates the need for power substations to increase the voltage level at the point of 

transmission and reduce it at the point of consumption to minimize these losses. In 

addition to the environmental issues, the sources of fossil fuels are limited and depleting 

quickly.  

The aforementioned concerns encourage the use of distributed generation (DG) 

with which the energy sources are installed close to the end users. In particular, for 

consumers that are far from the transmission lines or main power plants and small 

customers for whom sending energy using transmission lines is not economical, use of 

DGs are recommended. 

Renewable energies with their essentially infinite source (like sun and wind) and 

low impact on the environment are the first choice for the primary power of distribution 
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generation units. Thus the distribution generation can be combined with renewable 

energies as their sources to get both the advantages of environmental friendliness and 

cost effectiveness. The types of Distributed Generation (DG) units based on renewable 

energy which have the fastest growing amount of usage are employing either 

photovoltaic cells or wind turbine sources, the choice of which is based on availability, 

location, amount of power needed, and feasibility.  

When we choose a renewable energy as our input source, we need to consider the 

fact that it is typically unpredictable and uncontrollable; therefore, to use these kinds of 

sources either in connection to the main grid, or in feeding local loads, the concept of 

control and power electronic inverters as an interface should be kept in mind.  

Wind turbines produce AC voltage using different kinds of generators and are 

normally connected with an AC-DC-AC back-to-back inverter. In this condition, the 

input AC voltage is converted to DC voltage and is then converted to an AC voltage with 

a desirable voltage magnitude and frequency. In addition, the active and reactive power 

in both sides can also be controlled.  

The PV system as a DC source can be connected to the loads in either single stage 

or double stage mode. In single stage mode, the PV system is connected to the grid using 

a three phase or single phase inverter which directly converts the input DC to AC. The 

other combination, due to the non-linear characteristics of the PV system, uses a DC/DC 

converter to control and normally boost the input source voltage while another inverter 

converts the DC voltage to AC voltage. 

There are many reasons and a lot of efforts to develop new types of the controllers 

which enable optimum operation of DG units: 
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 Normally nonlinear characteristics of the renewable sources 

 Tend to get maximum power from the renewable energies. 

 Unpredictable amount of input power. 

 Parallel operation of different DG units and power sharing between them. 

 The control structure in autonomous mode, grid connected mode and 

transient condition between these two modes. 

This chapter has a short review of the works that have been done in literature to 

solve or improve upon the current solutions to the mentioned problems in using DG 

systems. 

 

1.2 Literature Review 

 

1.2.1 DG Units Control Structures in the Microgrid 

 

Distributed sources are usually connected to the load or the main grid though an 

interface power electronic inverter to control their output voltage and power. They can 

work in either autonomous mode or grid connected mode. Usually, distributed sources 

are working as a current source in grid connected mode. However, they use a voltage 

source inverter (VSI) to maintain voltage and frequency stability, ride-through capability, 

and islanding operation. Using two different control structures in autonomous mode and 

grid connected modes, distributed sources need to have a fast islanding detection to 

switch in one mode to another and increase the performance. In addition, the two 

operation modes adhere to different and somewhat conflicting dynamics and steady-state 
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characteristics [1]. Due to aforementioned constraint, the control of the DG is arguably 

the most important part of their implementation.  

In the control of output power and load sharing of DG units, conventional droop 

control of the synchronous generators of power plants is the concept most commonly 

used in literature. The prevalent method is drooping frequency versus active power and 

drooping voltage magnitude versus reactive power. Reference [2] uses droop control for 

parallel connection of Uninterruptable Power Supply (UPS) systems using droop control 

in both autonomous and grid connected mode. The real and reactive power management 

strategies of electronically interfaced DG units using droop control in the context of a 

multiple-DG microgrid system is addressed in [3], which uses eigenvalue analysis to 

investigate the microgrid dynamic behavior and select control parameters. 

The voltage-power droop/frequency-reactive power boost (VPD/FQB) control 

scheme, is proposed in [4], allows current controlled voltage source converters (VSCs) to 

operate in parallel on the same microgrid, both in islanded and grid connected modes. 

This controller droops the voltage reference against its real power output and boosts the 

frequency reference against its reactive power. 

A frequency locked loop based on the second order generalized integrator (SOGI-

FLL) on both voltage and current in the PCC is used in [5] to estimate grid impedance. 

Using the estimated grid impedance magnitude and angle, the active and reactive powers 

are transformed to values independent from the grid impedance. A droop control is 

designed to control the calculated independent powers using two compensator 

controllers. The parameters of these controllers are defined based on the root locus 

criteria for stability of the system in the operation region. 
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To minimize the circulating current between parallel DG units, several control 

strategies have been adopted to achieve this goal. These strategies include the 

concentrated control technique [6], the master–slave control method [7-9], the power 

deviation control method [10-11], and the frequency and voltage droop method [12-14]. 

The conventional droop method cannot achieve efficient power sharing in the 

case of a system with complex impedance condition due to the coupled active and 

reactive power characteristic of the system [15-17], which causes circulating current. The 

transient and steady-state behaviors of the droop method also highly depend on the 

system mismatches which can affect the inverter output impedance accuracy and the line 

impedance of the wires. The inverter output impedance also depends on the adopted 

inverter control strategy and the system parameters [18-19].  

In [20], the inverters are controlled by droop schemes in both grid connected and 

autonomous modes. These inverters are controlled as voltage sources even if they are 

connected to the grid, so that typical control algorithms that inject the inverter output 

current in phase with the grid voltage (current source algorithms) developed in grid 

connection mode are discarded. To enhance the power loop dynamics, droop control 

combined with a derivative controller is used in islanded mode. In grid-connected mode, 

to strictly control the power factor at the point of common coupling (PCC), a droop 

method combined with an integral controller is adopted. In the other words, a 

proportional derivative (PD) control is applied to the active power droop control and a 

proportional integral (PI) control is applied to the reactive power droop control. 

Reference [21] uses islanding detection to switch between autonomous control mode and 

grid connected mode control of the microgrid. 
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In a paralleled AC system, such as a multi-inverter microgrid, circulating currents 

may occur due to differences in voltage magnitude, frequency, phase angle or DC offset. 

Minor fluctuations in the voltage magnitudes will cause circulating currents and will also 

influence the reactive power supplied by the inverters to deviate from the desired values. 

DC offsets may also occur due to a measurement offset in the inverter controllers, 

irregular switching of inverter legs, or fluctuations in the DC-bus voltage of the inverter 

[22]. The DC components in the voltages will be limited only by the resistances of the 

cables and, therefore, the DC components in the currents between the inverters will be 

large, even for small differences in the DC components in output voltages. This causes 

malfunction of droop control and loss in the grid. Reference [22] provides a mathematical 

model that predicts the effect of voltage-magnitude offsets on reactive power sharing 

between inverters and a simple capacitor emulation control law implemented in software 

to eliminate DC-circulating currents. 

To avoid the communication between multi DG units the droop control is adopted 

in [23] for a single phase PV system connected to the grid. The droop coefficient of 

active power control is a PI controller. While the droop coefficient for reactive power is a 

proportional gain related to voltage sag percentage in order to control the voltage 

magnitude. The grid is considered mainly inductive. 

The load sharing capability of the droop method may be degraded if the load 

changes or the line impedance changes. Taking advantage of fast inverter operation while 

avoiding large transients during mode transfer is very important for paralleling inverter-

based DG units in a microgrid system. The intent of [24] is to present a controller 

intended for using supervisory control and communication between DGs in a single-
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phase inverter-based microgrid system that ensures smooth mode transfer between 

islanding and grid-tie modes. 

Two important classes of autonomous load-sharing techniques that have been 

proposed are the frequency/voltage droop technique, and the signal injection technique. 

In the signal injection technique each VSC injects a non-60-Hz signal and uses it as a 

means of sharing a common load with other VSCs on the network [25]. However, the 

circuitry required to measure the small real power output variations due to the injected 

signal adds to the complexity of the control. 

We can use droop real power/angle control instead of frequency to avoid limiting 

frequency regulation due to allowable range of frequency droop gain. Moreover, a PI 

controller is used in [26] for droop reactive power/voltage droop control to achieve the 

desired speed of response without affecting voltage regulation. The angle droop control is 

also presentenced in [27] instead of frequency. Although High gain angle droop control 

ensures proper load sharing, especially under weak system conditions, it has a negative 

impact on overall stability. A supplementary loop based on evolutionary technique 

optimization is proposed around a conventional droop control of each DG converter in 

order to stabilize the system while using high angle droop gains. 

In [28], in addition to the converter of any DC or renewable energy source, 

another back to back converter is used to connect the whole microgrid to the grid. With 

this it is trying to isolate each side of the inverter from the fault and voltage fluctuations 

of the other side. It is shown that the real power/voltage angle is superior to conventional 

real power/frequency droop control from the frequency control point of view because the 

change of frequency is less in the suggested control method.  
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It should be noted that although the standard deviation of frequency with angle 

droop is much smaller than standard deviation of frequency with frequency droop, for the 

measurement of angles with respect to a common reference, GPS communications are 

needed with angle droop control [29]. 

The conventional droop method also has several drawbacks including a slow 

transient response, a trade-off between power-sharing accuracy and voltage deviation, 

unbalanced harmonic current sharing, and a high dependency on the inverter output 

impedance [4]. Power sharing of parallel DGs is mostly based on inductive line 

assumption; however, when implemented in a low voltage microgrid, the different DG 

output impedances and the high line impedance ratio lead to various impedances 

(inductive or resistive) among DG units, and the traditional droop method is subject to 

more severe real and reactive power control coupling and deteriorated system stability. 

The mainly resistive line impedance in low voltage systems, the unequal impedance 

among distributed generation (DG) units, the uncertainty of the inverter output 

impedance related to the control strategy [30], and the microgrid load locations make the 

conventional frequency and voltage droop method unpractical.; in addition, this output 

impedance is neither possible to measure nor easy to estimate.  

In order to realize decoupled power control and improve the system stability, a 

number of different variations of the traditional droop control are proposed [31-32]. In 

some references [33-34] the opposite droop control (active power/voltage magnitude and 

reactive power/frequency) is used. The only advantage of this method is direct voltage 

control in islanded mode, but the connection of the microgrid to the network will cause 
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counteracting with the valid normal droop control of synchronous generators and no 

active power dispatch will be possible; also, voltage deviation will remain in the grid. 

Among the methods that have been used in the literature, using the virtual 

impedance is the most practical one for decoupled active and reactive power control 

especially in the resistive distribution line systems [35]. It has been shown in the 

literature that if resistive output impedance is virtually imposed, it improves the damping 

of the system and harmonic current-sharing ability [33]. The most important benefit from 

utilizing virtual output impedance is that the magnitude and phase angle of the output 

impedance can be controllable variables. The limitation of virtual impedance is that it is 

too dependent on the voltage loop bandwidth and it may increase the reactive power 

control and sharing error due to the increased impedance voltage drops. 

The virtual DG output inductance, which can effectively decouple the power 

flows and at the same time maintain good system dynamics and stability. The design of 

the virtual inductance is a challenging issue. Extension of the virtual frequency and 

voltage frame power control scheme is done in [36] by proposing a virtual frame 

operation range control strategy [37]. Its relationship to the actual operation limits is 

conducted to avoid operating beyond the actual frequency and voltage limits so the 

microgrid power quality is not affected. 

Reference [16] details a virtual inductor at the interfacing inverter output and 

reactive power control and sharing algorithm with consideration of impedance voltage 

drop and DG local load effects. Considering the complex locations of loads in a multibus 

microgrid, the reactive power control accuracy is further improved by employing an 

online estimated reactive power offset to compensate the effects of DG local load power 
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demands. A virtual resistive output impedance is used in [38] to maintain the harmonic 

contents at the output voltage within the desired limit, and instead of a set of bandpass 

filters, a voltage-regulation PR control loop with resonant peaks at the desired 

frequencies is used.  

A trade-off between voltage control and reactive power sharing is considered in 

[39] using two methods. The first method is an extension of conventional droop control 

with virtual impedance. The second is based on an optimization method using a genetic 

algorithm to enhance the load voltages and minimize the circulating reactive power 

between buses.  

The possible grid-impedance variations have a significant influence on the system 

stability. In [40] an H∞ controller with explicit robustness in terms of grid-impedance 

variations is proposed to incorporate the desired tracking performance and the stability 

margin. 

H2 control considers white noise disturbances and H∞ control considers energy 

bounded L2 disturbances. In contrast, L1 theory considers persistent bounded uncertain 

disturbances (L∞ disturbances) [41-43]. The droop constants are optimized in [44] by 

PSO with power-electronic-switch level simulations. For the inverter-output controllers, a 

robust controller design scheme has been proposed. To deal with persistent voltage and 

frequency disturbances in a microgrid, an L1 robust control theory with PSO algorithm 

has been proposed. 

Normally power factor correction (PFC) capacitors are used in power systems to 

reduced electric utility bills, losses, heating in lines and transformers, and most 

importantly, elimination of utility power-factor penalties [45]. Adding PFC may cause 
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voltage and current resonance and also system parameter variations. The authors in [46] 

investigate the effective shunt-filter-capacitance variation and resonance phenomena in a 

microgrid due to a connection of a PFC capacitor. To compensate the capacitance-

parameter variation, an H∞ controller is applied to VSI. 

Optimal design of LC filters, controller parameters, and damping resistance is 

carried out in case of grid-connected mode. On the other hand, controller parameters and 

power sharing coefficients are optimized in the case of autonomous mode. The control 

problem is formulated as an optimization problem in [47] where particle swarm 

optimization is employed to search for optimal settings of the parameters in each mode. 

Reference [48] analyzes the stability of a microgrid and its sensitivity to changes 

in its parameters. It linearizes the model around an operating point and the resulting 

system matrix is used to derive the eigenvalues. The eigenvalues indicate the frequency 

and damping of oscillatory components in the transient response. It was observed that the 

dominant low-frequency modes are highly sensitive to the network configuration and the 

parameters of the power sharing droop controller DGs. The high frequency modes are 

largely sensitive to the inverter inner loop controllers, network dynamics, and load 

dynamics. 

Microgrid stability margin decreases with increase in the droop controller gains 

and the system finally becomes unstable for large values of active power/frequency droop 

gain [49-50]. It has also been shown that the stability results are strongly dependent on 

the loading conditions of the microgrid and on network parameters. Reference [51] 

considers only the effect of the droop control gains and the topology of the microgrid 

with some assumptions to reduce the complexity and computational burden.  
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Along with the control of output power and voltage, compensation of power 

quality problems like voltage unbalance can also be achieved through proper control 

strategies in Microgrid. Voltage unbalance is mostly due to the utility grid (under grid-

connection mode) and the connection of unbalanced loads such as unevenly distributed 

single phase loads within its own network. There are negative impacts due to voltage 

unbalance on some equipment such as induction motors, power electronic converters, and 

adjustable speed drives.  

An accurate power-flow analysis is needed for the control, protection, and power 

management of the power system. Most of the work done for this purpose is applied to 

large power systems based on the system positive-sequence representation. Reference 

[52] used a sequence-frame power-flow solver in a Microgrid containing DG units and 

unbalanced loads. Using the sequence-components frame in the power-flow analysis 

effectively reduces the problem size and the computational burden when compared to the 

phase-frame approach. Due to the weak coupling between the three sequence networks, 

the system equations can be solved using parallel programming 

Various imbalance compensation solutions have been proposed in the literature 

for the control of Microgrid under unbalanced voltage. A synchronous-reference-frame 

(SRF)-PI controller on the positive-sequence component of the inverter voltage is 

presented in [53]. The integration of a positive and a negative sequence SRF-PI controller 

of inverter output voltage is proposed in [54]. The negative-sequence current 

compensation with a shunt converter is presented in [55-56], and that with a series 

converter is introduced in [57]. 
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The voltage unbalance compensation is done using negative voltage injection to 

the power system either in series [58-60] or in parallel [61-62]. Injection of negative 

sequence current by the DG is proposed in [31] which needs a large power converter in 

severe conditions. The method proposed in [63] and [64] is based on controlling the DG 

as a negative sequence conductance to compensate for the voltage unbalance at the 

microgrid DG’s terminal. Two references, [65-66], use two different control structures. A 

primary local controller mainly consists of power, voltage and current controllers, and a 

virtual impedance control loop. A secondary central controller is also used to manage the 

compensation of voltage unbalance at the point of common coupling (PCC) instead of 

local voltage in an islanded Microgrid which needs communication between DGs. 

Reference [67] introduces the potential function based control as secondary 

controller of a Microgrid. It considered three levels of control for the system, primary, 

secondary and tertiary. The potential function has been exploited in the secondary control 

part which is slower than the primary controller and needs communication between 

Microgrid components and DGs.  It uses a centralized controller to manage the output 

power and voltage of the distributed resources.  

For the control of Microgrid in grid connected mode, in [68-69] the DGs are 

operating in constant current mode to feed a constant power to the grid and the loads. 

During the intentional islanding mode, the controller mode changes to constant voltage 

mode and the load shedding is applied for power balance between the source and the 

load. A voltage and frequency range was chosen for islanding detection.  

Synchronous reference frame control needs accurate angle and frequency 

identification and more computational power to transform the ac quantities to dc values 
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to be controlled and then return back them to ac parameters.  To control a grid connected 

three phase inverter in stationary reference frame, the PI controller causes steady state 

error. Although PR controller is more applicable in unbalanced conditions due to the 

simultaneous control of both positive and negative sequence, it also has a slow transient 

response because its dominant poles are close to the imaginary axis. Reference [70] 

proposes a proportional complex integral (PCI) controller for this purpose. A constant 

voltage source as the input is considered and assumed the controllers are always working 

in linear operation region.  

In [71] the power synchronization control is used to control the voltage source 

converter (VSC) in connection to the weak grid. This method usually controls the power 

transfer to the grid directly so it does not have current controllers and current limitations 

and avoids using a PLL. The author added the current limitation controller and also a 

PLL for synchronization in case of emergencies. 

For reducing the complexity and avoiding cascaded AC-system outages spreading 

from one system to another, the High-voltage DC (HVDC) transmission is introduced in 

[72] as a good solution for connection of renewable energy sources to the grid. This 

chapter uses Jacobian matrix and power synchronization control to increase power 

transmission between two weak AC systems. It is shown that the increase of load angle 

causes the zeros of the system to move closer to the origin and limit the bandwidth so that 

a higher DC capacitance value is needed. Power synchronization control uses AC voltage 

and active power control loops that make the VSC operation like a synchronous machine 

which supports the weak AC systems.  
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Some authors believe that the adaptive control in which the controller's 

parameters are tuned based on the estimation of the unknown parameters is not a reliable 

approach to be used in the power electronics/systems applications [73]. In [73] current 

controllers in grid connected mode and voltage controllers in autonomous mode are 

designed based on the transfer function of the dynamic model of Microgrid. 

Reference [74] introduces the conventional qd-axis current control strategy of DG 

unit in grid connected mode. In autonomous mode, the control system switches to voltage 

control with an internal oscillator to determine the voltage magnitude and frequency of 

the system. In addition, [75] tries to provide seamless transfer of microgrid between grid 

connected mode and autonomous mode. The current controller forces the current to zero 

with a short transient and the voltage controller maintains the voltage after transition. 

 

1.2.2 Photovoltaic as a Renewable Source 

 

One of the advantages of the Microgrid is its flexibility of using renewable 

energies as its primary source. The photovoltaic is one of the most popular methods for 

producing electricity directly from the irradiation of the sun. It is environmental friendly, 

renewable, and free after initial production. At most times, the goal is to get the 

maximum possible power from the photovoltaic. For maximum power point (MPP) 

tracking of solar cells, two main algorithms are suggested: open loop and closed loop 

control. The open loop control is the simplest but the effect of solar irradiance variations 

is not taken into account and the efficiency may not be satisfactory. 
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In closed loop control, due to nonlinear characteristic of the solar cells and 

unpredictable environmental conditions and their effect of on the output of the PV panel, 

designing a precise controller is very complex and sometimes not completely applicable. 

The most popular methods for close MPP control of PV systems are incremental 

conductance (INC) and the perturbation and observation (P&O) algorithm. 

Three techniques have been proposed in the literature for implementing the P&O 

algorithm: reference voltage perturbation [76-78], reference current perturbation [79-80], 

and direct duty ratio perturbation [77] and [81-82]. Reference current perturbation has 

slow transient response to irradiance changes and high susceptibility to noise and PI 

controller oscillation. Reference [83] compares voltage perturbation and direct duty ratio 

perturbation on the basis of system stability, performance characteristics, and energy 

utilization for standalone PV pumping systems. In reference voltage perturbation, the 

system has a faster response to irradiance and temperature transients; however, it loses 

stability if operated at a high perturbation rate or if low pass filters are used for noise 

rejection. Direct duty ratio control offers better energy utilization and better stability 

characteristics at a slower transient response and worse performance at rapidly changing 

irradiance. System stability is not affected by using low-pass feedback filters and it 

allows the use of high perturbation rates 

Perturb and observe (P&O) techniques still suffer from several disadvantages, 

such as sustained oscillation around the MPP, fast tracking versus oscillation trade-offs, 

and user predefined constants. A short review of previous conventional (voltage or 

current perturbation) and modified (duty ratio perturbation) P&O with and without 

adaptive perturb as well as an introduction of new conventional adaptive P&O is done in 
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[84]. In that paper, the change of array power is utilized as an error signal manipulated by 

a PI controller to generate an adaptive perturb. Two PI controllers are used which need 

tuning.  

Reference [85] introduces optimization of perturbation and observation method 

parameters in MPPT of the PV system. The considered parameters are amplitude of duty 

cycle perturbation and the sampling time. Lowering duty cycle perturbation reduces the 

oscillation around MPP which reduces the steady-state losses but it makes the algorithm 

less efficient in the case of rapidly changing atmospheric conditions. The sampling 

interval should be set higher than a proper threshold in order to avoid instability of the 

MPPT and reduce oscillations around the MPP in steady state. It should be based on the 

dynamic of the system in a way that the system reaches the steady state before the next 

measurement otherwise very high sampling time confuses the control algorithm. 

Partial-shading condition exhibits multiple local maximum power points (MPPs). 

In [86] a new method to track the global MPP is presented. It scans the PV curve every 1-

15 minutes and finds the global MPP. In the meantime after finding the MPP the P&O 

method tracks that operating point. 

The usual method for maximum power point tracking in PV systems is filed 

maximum power point tracking (FMPPT); however, this is not a good solution for large 

PV farms due to different orientations of PV modules belonging to the same PV field. 

Shadowing effects, manufacturing tolerances, and nonuniformity of ambient 

temperature of the PV field may have more than one peak and MPPT. Reference [87]  
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Figure 1.1 Different structures of PV system. 

 

introduces distribute maximum power point tracking (DMPPT) which is based on the 

adoption of a DC/DC converter dedicated to each PV module. It is focuses on the design 

of a DC/DC converter for this purpose as well as a trade-off between performance and 

the cost. 

The reliability of the various techniques adopted in grid-connected inverters in 

preventing non-intentional operation in islanding mode and the reliability of maximum 

power point tracking (MPPT) schemes in PV system applications is studied in [88]. 

There are four topologies used in PV generation systems as shown in Figure 1.1 

[89] including centralized, string, multi string and AC module. Multi-string and AC 

module topology are more common [90]. 

In Multi-string topology not only can the modular DC/DC converters and DC/AC 

converters be connected through a DC bus, but also the energy storage devices and local 
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multifunctional power converters are developed to integrate batteries as the backup for 

PV generation systems [91-92]. PV generation and batteries are coordinated to feed 

utility grid or plug-in hybrid electric vehicle loads [93-95]. In these papers, different 

power conditions and battery capacity limits are taken into account, but the islanding 

operation is not considered. The upper/lower limits of state of charge (SoC) for batteries 

are usually ignored [96-97]. For smooth energy production in [98-99] not only batteries, 

but fuel cells are also employed. 

In [100-101], the study of PV system equipped with batteries and super capacitors 

grid-connected power flow is not taken into account. 

The objective of this dissertation is to improve the control of Microgrid for both 

autonomous and grid conned modes. The droop control is applied to the maintain voltage 

and frequency. Frequency droops against output active power of converter while voltage 

magnitude droops against reactive power. The PI load voltage control and inner current 

control are designed based on complex format of dynamic equations. Along with 

considering both modes of operation, the locally available control parameters of each DG 

unit are used, so that communication among DG units can be avoided in order to improve 

the system reliability and reduce the costs. The three phase PLL is designed and added to 

each converter in order to measure instantaneous local frequency and prepare reference 

frequency for qd-axis transformation. Instead of a constant DC source for the input of the 

inverter, in this dissertation a photovoltaic source with its nonlinear characteristic is used. 

The DG unit is connected to the main grid through the three phase inverter. The load 

voltage magnitude and frequency are adapted from the main grid. The DC link voltage is 

controlled for maximum power point operation of the PV. In autonomous operation of the 
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microgrid, the limitation of the source power for feeding the loads is included. A battery 

with a bidirectional DC-DC converter is added. To verify the proposed controllers, the 

laboratory scale experiment is implemented in addition to the dynamic simulation of the 

system. The designed experimental system consists of a microgrid with two different 

sources, a nonlinear PV source and a battery source.  Along with the programmed PLL, 

the enhanced phase lock loop (EPLL) also is designed and the experimental results of 

both systems are compared. EPLL is used to define the reference frequency and angle of 

the load voltage. It is operated as a band pass filter for the other parameters. 

This dissertation is organized into seven major chapters which follow this 

introduction. Chapter 2 discusses the concept of microgrid and also the use of droop 

control in power sharing among different sources. Chapter 3 describes the autonomous 

PV system. The proposed controlled is applied to the PV system. A battery is added to 

control DC link voltage and also balance the power between the source and the loads. In 

Chapter 4 the grid connected operation of the PV system is investigated. In Chapter 5 the 

experimental setup design is explained and the proposed method for both autonomous 

mode and grid connected mode is applied. Chapter 6 describes the use of interior 

permanent magnet (IPM) generator in wind turbine applications. The steady state and 

dynamic operations of IPM generator under variable wind speed are studied. The 

controllability analysis of both wind turbine and PV systems are investigated in Chapter 

7. Finally Chapter 8 presents conclusions and recommendations for future research. 
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CHAPTER 2 

2.CONTROLLER DESIGN, BIFURCATION ANALYSIS AND 

SIMULATION OF ISOLATED MICROGRID 

 

2.1 Introduction 

 

Distribution networks are not always connected to each other or to a higher 

voltage level power system. There is always an area of the electrical network which 

operates autonomously with its own generation units. This may happen for larger areas 

like a city, state, or just a small village far from the main network. 

Usually distributed generation (DG) units are smaller than conventional power 

plants and use renewable energy sources such as wind turbine, PV systems, or fuel cells. 

Besides the clear benefits gained from these sources like clean characteristics and 

availability of renewable energy sources, cost reduction and improvement of technologies 

such as power electronic converters has recently made them even more attractive. 

A Microgrid is a combination of local loads with their own DG units that can 

operate autonomously or connected to the main grid. In grid connected mode, the 

frequency and voltage magnitude is dictated by the main grid and the DG unit is feeding 

the total load or part of it. While in autonomous mode, besides feeding total active and 

reactive powers of the loads, frequency and voltage magnitude should also be controlled 

by DG units. Total loads should be shared between DG units based on their rated capacity 

when there is more than one unit in order to avoid over loading the sources. 
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In [102-103] a single converter connected to the grid is considered therefore the 

frequency of the system is assumed to be constant. The angle droop control and 

frequency droop control are proposed in [104-105] respectively to share total load 

between DG units in autonomous operation mode. The state space model of a multi-

converter autonomous system is defined in [106] and droop control is applied to share 

total loads. The frequency of the first converter is used to convert all system equations in 

the same qd-axis reference frame, but the dynamic of a phase locked loop for 

synchronization and frequency measurement is not considered. A virtual inductor is 

added to the control system in [107] to decouple active and reactive power sharing in low 

voltage systems, but controller designs are not included. In [108] the voltage is drooping 

against active power and the frequency is boosting versus reactive power in a two 

converter system, but the dynamics of converters are not included and they are assumed 

as current sources. Reference [109] studies the Microgrid operation from stability points 

of view and shows controller dominant eigenvalues are caused by the droop controller. 

In this chapter, a dynamic model of one converter system including their control parts 

designed in complex format is explained. A droop controller is added to maintain voltage 

and frequency and also to feed the loads. Bifurcation analysis is applied to the system to 

find equilibrium curves of parameters and bifurcation points in the operation region. 

Then, a general dynamic model of a multi converter system is derived. Control unit for a 

two converter system in separated qd-axis format for this system is designed. To share 

active and reactive power between converters in autonomous operation, a droop 

controller is added to the control part. A PLL is designed and its dynamic is added to the  
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Figure 2.1 Standalone one converter system schematic diagram 

power system. The controlled system is simulated in MATLAB software and dynamic 

operation of the converters is studied. 

 

2.2 Autonomous Operation of One Converter System 

 

Figure 2.1 represents the block diagram of a typical standalone converter base 

power system. A voltage source converter converts DC input to AC output voltage. A 

linear RL load and a constant load are connected to the converter through transmission 

line. A capacitor is connected across the load to smooth its voltage.  

The dynamic equations of the system in three phase abc frame are as follows: 

Transmission line dynamic equations 
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The three phase inverter equations are 
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where abcsV 1 , abcsI 1  and abcps are output phase voltages, phase currents and switching 

functions of DG1 (VSC1). 

Linear load of DG1 (L1) equations are 
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where abcLI 1 are phase currents of linear load (L1) of DG1  

Capacitor of DG1 equations are 
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where abcI1  are the phase currents of constant load of DG1. 

For converting abc to qdo reference frame we can use a transformation matrix 
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The inverse transformation matrix is 
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qd-axis dynamic equations of the system in local frequency reference frame are as 

follows: 
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where 1 and 10  are frequency and initial angle of converter. 1s and 10s  are 

instantaneous frequency and initial angle of the system that is measured by a phase 

locked loop (PLL). 1M , 1qM  and 1dM  are modulation index magnitude, q-axis 

modulation index and d axis modulation index of the converter. 

Load voltage equations 
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where 1mV  is the load voltage magnitude. 
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where qdsI 1 , 1sR  and 1sL  are qd-axis current, resistance and inductance of transmission 

line 
dt

d
p  .  

Linear Load of DG1 (L1) equations 
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where qdLI 1 , 1LR  and 1LL  are qd-axis current, resistance and inductance of the linear 

load. 

Constant load of DG1 equations 
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where qdI1 , 1P  and 1Q  are qd-axis current, active power and reactive power of constant 

load. 

Capacitor of DG1 Equations 
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Where 1dC  is the capacitance of parallel capacitor connected to the loads. 
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2.3 Controller Design of One Converter System 

 

2.3.1 Droop Control 

 

The droop control method is being used in conventional generators of power 

plants. In autonomous operation of converter based DG systems, this method can be 

adopted to share total load and also control voltage magnitude and frequency in a special 

range. In this control unit we can share active power of total load by drooping the 

frequency as a function of output active power of converter. We can also droop output 

voltage magnitude of the converter against its output reactive to share total load reactive 

power. As it is shown in (2.13) two coefficients control the slope of change of frequency 

and voltage against active and reactive power respectively. 
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where n  and nV  are rated frequency and rated voltage of the system. 1pm , 1qn , 1sP  and 

1sQ  are active power droop coefficient, reactive power droop coefficient, output active 

power and output reactive power of the converter. 

To remove fluctuations and produce an average value of output power, both 

calculated instantaneous powers passed through a low pass filter with cut of frequency of 

c  that is assumed to be 10% of nominal frequency. 
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and 
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Therefore 
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The outputs of droop control are voltage magnitude and angular frequency which 

define the reference angle of the load voltage using an integrator. Thus qd axis reference 

voltage can be determined as follows: 
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where 1s  comes from PLL. 
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Therefore 
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Figure 2.2 Block diagram of controlled unit beside power stage 
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2.3.2 Voltage Control 

 

Figure 2.2 illustrates block diagram of the controlled system. To follow reference 

voltage, produced from droop control, a PI voltage controller is designed. From Figure 

2.2 and complex Dynamic equations of the system in laplace format 
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The transfer function of voltage control 
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So the parameter of PI voltage controller can be defined as 
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Adding one state variable due to integral function 
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And the output reference currents are 
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2.3.3 Current Control 

 

As an inner current control, from the equations of the system in complex format 
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Where )(1 sks  is the current controller, therefore current transfer function is 
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where 1psk  and 1isk  are proportional and integral parameters of current controller. 
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Transfer function of current control 
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Thus parameters of current control can be defined as 
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And modulation indices as the output of inner current controller are 
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So for separating qd-axis 
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Inputs and outputs of current controller are qdsI 1  and 1qdM  respectively, therefore we 

need to define *
1qsI  and *

1dsI . 
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Adding one state variable due to integral function 
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Therefore 
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with substituting (2.19) into (2.45) 
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So the qd-axis output voltages of converter are 
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And state space equations of the converter output currents 
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Figure 2.3 Frequency of the system 

 

2.4 Equilibrium Curves of One Converter System 

 

In this section to draw the equilibrium curve of the one converter standalone 

system and define steady state operation points without linearization, the 

CL_MATCONT software package [110] along with MATLAB is used. Figure 2.3 shows 

trend of frequency with change of active power of constant load. With increase of 

constant load active power from zero to 4000W, droop control reduces frequency till 

59.57Hz. Output active power of the converter increases to about 4800W to feed the 

loads in Figure 2.4.  
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Figure 2.4 Output active power of converter 
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Figure 2.5 Output reactive power of converter 
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Figure 2.6 Modulation index magnitude of converter 
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Figure 2.7 Load voltage magnitude 
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Figure 2.8 Active power of linear RL load 
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Figure 2.9 Reactive power of linear RL load 
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modulation index magnitude of the converter in Figure 2.6 increases and is always less 

than unity. Change of frequency affects the amount of intendance of transmission lines 

and linear load so there is a small change in voltage magnitude and active power of linear 

load that is related to it; in addition, reactive power of linear load has a small change in 

reactive power. It should be noted that change of voltage and consequently active and 

reactive of the linear load due to the change of constant load and frequency are small and 

almost negligible. 

 

2.5 Autonomous Operation of Two Converter System 

 

To describe how droop control shares total load in a multi converter system, a two 

converter system is represented in this part. The dynamic model of the system is 

described as a general case of a multi converter system. Control units are designed in 

separated qd-axis format with a phase locked loop (PLL) for each converter. The system 

is simulated in MATLAB software. 

Figure 2.10 represents a single line diagram of a two converter system. The whole 

system is working autonomously. Microgrid consists of two DG units which have their 

own local loads which are connected to each other. Three different types of loads are 

used, a linear RL load, a constant load and a nonlinear load that is related to voltage 

magnitude and frequency. A transmission line connects local loads to the converters. Its 

resistance includes transmission line loss and converter switching loss. A capacitor is 

added at the point of load connection to remove output noise and voltage fluctuations of 
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Figure 2.10 Schematic diagram of study system 

the converter and prepare a smooth load voltage. The input sources are assumed to have 

enough capacity to feed the loads and both converters are sharing total load. 

2.5.1 Dynamic Model 

A droop control is applied to each converter to share total load based on local 

measurement so each DG unit is considered with its own local frequency which is 

measured using a phase lock loop (PLL). Dynamic equations of the system are as follows 

(
dt

d
p   and 2,1i ) 

 

2
dci

isisisisimisi

V
MIRpILVV   (2.48)

 

where siV , siI , and iM  are output phase voltage, phase current, and modulation index of 

converters. miV , siR  and siL are load voltage, transmission line resistance and inductance 

of DGi respectively. 

Linear loads equation 
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LiLiLiLimi pILIRV   (2.49)
 

where LiI , LiR  and LiL  are phase current, resistance and inductance of linear load 

respectively. 

Transmission line between two converters equation 

 

ijijmjmi pILIRVV 1212   (2.50)
 

Where 12R  and 12L  are resistance and inductance of connection line. 

Capacitor voltage equations 

 

iNoniLiijsimid IIIIIpVC 1  (2.51)
 

where iI ,  iNonI  and diC  are phase currents of constant load and nonlinear load and 

capacitance of DGi. 

Nonlinear load equations 
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Where 0iP  and 0iQ are initial active and reactive powers of nonlinear loads. miV  and sif  

are local load voltage magnitude and frequency. nV  and nf  are nominal voltage and 

frequency of the system. 

For each converter its own local frequency as synchronous reference frame is 

used to transform dynamic equations of the system to qd reference frame and produce 

time invariant variables. 
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Dynamic equations of the converter in qd-axis reference frame 
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Linear loads equations 

 

LidLisiLiqLiLiqLimiq ILpILIRV   (2.56)
 
 

LiqLisiLidLiLidLimid ILpILIRV   (2.57)
 

Transmission line between two converters equations 
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ijqsiijdijdmjdmid ILpILIRVV 121212   (2.59)
 

Capacitor voltage equations 

 

middisiiNonqiqLiqijqsiqmiqdi VCIIIIIpVC   (2.60)
 
 

miqdisiiNondidLidijdsidmiddi VCIIIIIpVC   (2.61)
 

Nonlinear load current equation 

 

223

2

midmiq

midiNonmiqiNon
iNonq

VV

VQVP
I




  (2.62)

 
 

223

2

midmiq

miqiNonmidiNon
iNond

VV

VQVP
I




  (2.63)



44 

siP siQ

si

 

Figure 2.11 Control unit diagram 

 

Constant load current equation 
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2.5.2 Controller Unit of Two Converter System 

 

Since microgrid is works autonomously, voltage magnitude and frequency of each 

DG unit should be defined along with the feed of the total load. This is illustrated in 

Figure 2.11 the control unit of each converter consists of four main parts, a droop control 

to share the load between converters, a voltage and an inner current control. A phase lock 

loop (PLL) is added to align load voltage in q-axis reference frame and measure local 

frequency. 
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2.5.3 Droop Control 

Like one converter system, in a multi converter system 

 

sipini Pm *  (2.66)

 
 

siqinmi QnVV *  (2.67)

 

where n  and nV  are rated frequency and rated voltage of the  

In (2.68) and (2.69) the amount of droop coefficients are defined. The active 

power droop coefficient is based on maximum change of frequency that is considered 1% 

against maximum change of active power of converter which is nominal power of 

converter. 
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For reactive power droop coefficient, the maximum tolerance of voltage is 

considered 2%. It should be noted that to have the same frequency in the whole system 
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Figure 2.12 Droop control unit 

It means if for instance, nominal power of second converter is two times that of the first 

converter, the active power droop coefficient of second converter should be chosen as 

half of the first converter. 

Figure 2.12 shows the droop control unit in detail. First instantaneous output 

active and reactive power of converter is calculated using measured output current of 

converter and load voltage. 
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To remove fluctuations and produce an average value of output power, both 

calculated instantaneous powers passed through a low pass filter with cut off frequency 

of c  that is assumed to be 10% of nominal frequency.  
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The outputs of droop control are voltage magnitude and angular frequency which 

define the reference angle of the load voltage using an integrator. Thus qd axis reference 

voltage can be determined as follows: 

 

)cos( ***
siimimiq VV   (2.76)

 
 

)sin( ***
siimimid VV   (2.77)

 

where si  is the reference angle for transformation to qd axis reference frame. This angle 

is local frequency of each converter that is the output of PLL. 

 

2.5.4 Voltage Control 

 

To follow reference voltage, produced from droop control, a PI voltage controller 

is designed. From Figure 2.13 and dynamic equation of the system in laplace format 
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where PI voltage controllers are 
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Figure 2.13 Schematic diagram of voltage control and inner current control units 
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Substituting (2.82) into (2.80) and (2.81) we can define the transfer function of voltage 

control and compare it with a standard first order transfer function with a time constant of 

mi . 
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Therefore we can calculate PI controller parameters of PI controller using the time 

constant of controller and capacitance of load capacitor 
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For a fast voltage control response we need a small time constant but should still be much 

larger than the switching time interval. It is chosen as ten times of switching time interval 
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where swif is the switching frequency of converter of DGi. 

Using the output of the voltage controller the reference output current of converter can be 

defined as 

 

middisiiNonqiqLiqijqmiqsiq VCIIIII *  (2.88)

 
 

miqdisiiNondidLidijdmidsid VCIIIII *  (2.89)

 

Where miq  and mid  are output voltage PI controller. 

 

2.5.5 Current control 

 

After controlling the load voltage magnitude and defining current reference, the 

current controller will follow its reference. The advantage of inner current control is that 

we can put a limiter in the reference current so we will apply an inherent current 

protection to the system which is especially good for the power electronic converter 

which has a limited rated capacity. 
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To design the inner current controller, using qd axis dynamic equations of the 

system 
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where PI current controller are 
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With substituting (2.94) into (2.92) and (2.93) we can define the transfer function of 

current controller and compare it with a standard first order transfer function with a time 

constant of si . 

 

)(
1

1

1

1

)(

)(
*

pk

RpLppkRpL

pk

I

I

siq

sisisisiqsisi

siq

siq

siq













 
(2.95)

 

)(
1

1

1

1

)(

)(
*

pk

RpLppkRpL

pk

I

I

sid

sisisisidsisi

sid

sid

sid













 

(2.96)

 



51 

Therefore we can calculate PI controller parameters of the current PI controller using the 

time constant of the controller, and the resistance and inductance of the output 

transmission line of converters 
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Because the current controller is the most inner control unit, it should be the fastest 

controller. Its time constant is chosen as half of the voltage controller or five times the 

switching frequency time intervals 
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The modulation indices of the outputs of the controller will be 
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Figure 2.14 Block diagram of phase locked loop 

 

2.5.6 Phase Lock Loop 

 

To measure the frequency of the system and define a reference frequency for qd 

transformation, a phase lock loop is designed and applied to each DG unit. Its dynamic is 

added to the system equations to be more realistic. As it is shown in Figure 2.14 the three 

phase PLL uses measured local load voltages and converts them to qd-axis frame then 

compares d-axis voltage with zero as a reference. The error passes through a controller 

and then through a low pass filter to remove noises. The idea of the PLL is to align 

voltage to the q-axis and makes d-axis voltage zero, therefore 
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If )( sii   is very small we can assume    

 

)()sin( siisii   
(2.104)

 
 

si
F

siimi p

pK
V  

)(
)(  

(2.105)

 

Therefore we can define the closed loop transfer function and compare it with second 

order standard Butterworth filter 
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where   is damping factor and is usually chosen as critical damping factor which is 

707.0  and  1n  is natural frequency which is chosen as )/(377 srad . 

 

2.5.7 Simulation of Two Converter System 

 

To verify the operation of the system and controllers, the autonomous system of 

Figure 2.10 with two converters as DG units is simulated in MATLAB software. Table 

2.1 shows the system parameters for simulation and the designed controller parameters  
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Table 2.1 System parameters of DG  

nV  120V LiR  10 Ω 

n  377(rad/s) LiL  0.0352H 

siR  0.1Ω 10P  200W 

siL  4e-3H 10Q  100Var 

12R  0.04Ω c  37.7(rad/s) 

12L  1e-3H swf  5KHz 

diC  200e-6F dciV  300V 
 

Table 2.2 Parameters of the designed 
controllers 

Pmik  0.628 ikIm  0 

Psik  25.13 Isik  628.32 

Ppllk  4.44 Ipllk  1184 

1pm  0.0038 2pm  0.0019 

1qn  0.0012 2qn  0.0012 

 

 

 

are shown in Table 2.2. To show the process of load sharing when DG units have 

different nominal powers, the rated power of second converter is assumed to be two times 

that of the first converter. As a result, the active droop coefficient of the second converter 

is selected as half of that of the first converter. Figure 2.15 shows the reference of 

constant load active and reactive power of the first and second converter. More over 

Figure 2.16 illustrates output active and reactive power of converters and the process of 

load sharing between two DG units. At 0.3s, 1.1s and 1.9s we have change of reference 

active power and at 0.7s and at 5s reactive power references are changed. At 0.3s the first 

constant load active power changes from 150W to 2000W. We can see that both active 

powers of the converters change to feed the load. Output active power of DG1 changes 

from 600W to 1250W and DG2 output active power, due to higher capacity and lower 

active power coefficient, produces twice the previous power. Output active powers of 

DG1 and DG2 also increase from 1250W and 2500W to 1900W and 3800W respectively 

when the active power of second constant load rises to 2000W. In other regions active 

power converter units are almost constant. Because we have the same frequency in the 

whole system, both converters are sharing total active power based on their rated capacity  
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Figure 2.15 Active and reactive powers 
reference of first and second converters 
constant load, (a) and (b) are active and 
reactive powers of DG1 constant load, (c) 
and (d) are active and reactive powers of 
DG2 constant load. 

Figure 2.16 Output active and reactive 
powers of first and second converters, (a) 
and (b) are active and reactive powers of 
DG1, (c) and (d) are active and reactive 
powers of DG2.  

 

when either first or second local load active power changes. With change of first and 

second load reactive powers, the output reactive powers of both converters are varied. 

The sharing of reactive power is not exactly based on reactive power droop coefficient. 

Because we can have different voltage magnitudes in different points of the power 

system, reactive power change of each load more affects the output reactive power of its 

local DG unit. Instead of some fluctuation, we can see small change in reactive power 

with increase of active output power of the converters. Increase of active power droops 

frequency so the reactive power of capacitor load capacitors and inductances changes and 

causes the output reactive power of the converters to change in order to make the power 

of total system balanced. Due to the small change of frequency, this effect on reactive 

power is small. 
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Figure 2.17 Actual local frequency (blue) and reference frequency (red) of the system, a) 
local frequency of DG1, b) local frequency of DG2 

 

In Figure 2.17 the trend of measured local frequencies from the PLL and their 

references from the output of the droop control and in different load conditions is 

illustrated. Frequency of both converters reduces when the active power of the loads 

increase. Different droop coefficient affects the output active power of converters base on 

their rated power and both local frequencies are changing together so always total system 

has the same frequency. Moreover control system follows the reference frequency fast so 

the frequency ordered by droop control is always the same as the actual frequency of the 

system. Change of reactive power doesn’t affect frequency. 

Figure 2.18 shows qd-axis local load voltage of converters. Local frequency of 

each converter is used for the qd reference frame transformation therefore both voltages 

aligned with q-axis and d-axis voltages are almost zero. The voltage magnitude of both 

converters changes with change of reactive power based on the droop control output. 

With change of the second load reactive power the biggest effect is on the output reactive  
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power of DG2, and consequently on the voltage magnitude of second converter local 

load. During the change of active power, voltage magnitudes are almost constant. 

In Figure 2.19 modulation indices of the first and second converters are shown to 

display the effects of the dynamics of the power system and control unit on the 

converters. The sinusoidal pulse width modulation (SPWM) voltage source converters 

are used to convert DC voltage to AC voltage. qd-axis modulation indices convert to abc 

frame in the local synchronous frequency of each converter. Comparing modulation 

indices with a triangular waveform of 5KHz switching frequency will produce switching 

time intervals of each phase to convert DC input voltage to three phase AC output. qd-

axis modulation indices change with output active power of converters. With increase of 

active power, the d-axis modulation indices’ magnitudes increase. The biggest effect of 
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Figure 2.18  Local load voltages, a) q-axis 
load voltage of DG1, b) d-axis load voltage 
of DG1, c) q-axis load voltage of DG2, d) d-
axis load voltage of DG2.  

Figure 2.19  Modulation indices of 
converters, a) q-axis modulation index of 
first converter, b) d-axis modulation index 
of first converter, c) q-axis modulation 
index of second converter, d) d-axis 
modulation index of second converter. 
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reactive power and voltage change is on q-axis modulation index. In the process of 

changing loads, modulation indices’ magnitudes never saturate and they are always less 

than unity. 

 

2.6 Conclusion 

 

In this chapter the dynamic model of a stand-alone single converter system is 

presented. The droop control is applied to maintain voltage and frequency. Frequency 

droops against output active power of converter and voltage magnitude droops against 

reactive power. The PI load voltage control and inner current control are designed based 

on the complex format of dynamic equations. Using bifurcation analysis, equilibrium 

curves of one converter system are illustrated. Operation points of the controlled system 

in different active power of constant load are shown.  

The dynamic model of the two converter system as a multi-converter system is 

explained as well as the droop control based on the rated capacity applied in order to 

share total active and reactive power of the loads. Inner voltage and current controllers 

based on separated qd-axis equations of the system are designed. The three phase PLL is 

designed and added to each converter to measure instantaneous local frequency and 

prepare the reference frequency for qd-axis transformation. The system is simulated in 

MATLAB software. Simulation results show, based on rated capacity of each converter 

and their droop coefficient, the active and reactive power of total load is shared between 

them and change of frequency and voltage are related to active and reactive power 

respectively. 
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CHAPTER 3 

3.STEADY STATE ANALYSIS AND DYNAMIC CONTROL OF 

PHOTOVOLTAIC SYSTEM  

 

3.1 Introduction 

 

Renewable energies are already playing important roles in the operation of 

electric power systems. Most distributed generation (DG) units use renewable energies 

such as solar (PV) and wind as their sources. Power electronic converters control the 

output power and the voltage magnitude of the DG units. 

In grid connected mode, the frequency and voltage magnitude of the load in the 

Microgrid are adopted from the main grid. With control, it is possible to deliver the 

maximum power of the sources to the grid or autonomous load. PV systems have a non-

linear output voltage and current relationship [111-112].  

There are situations in which power systems with renewable energy sources are 

normally operated in stand-alone modes. In such situations, there must be dedicated 

power systems for rural areas, moveable military bases and facilities requiring premium 

power quality. For the proper calculation and control operation of autonomous generation 

systems, the dynamics of the power sources and the loads must be properly taken into 

account through adequate system modeling. In autonomous mode, due to the power 

balance between sources and loads, the PV system as the input source may not always 

operate at the maximum power point. Under this condition of potential variation of PV 
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operating point, the control of the system should naturally consider the nonlinear 

characteristics of the input source [113] in order to meet load requirements which could 

be a combination of linear and non-linear loads. Alternatively, there should be another 

source, like a battery, to maintain operation at the PV maximum power extraction 

strategy. Under this condition, the steady state operation region of the system under 

different loads, which define the currents, will be affected. 

In this chapter, an autonomous (stand-alone) microgrid with a PV system as the 

primary source is considered. In addition, a battery is connected to control DC link 

voltage. The nonlinear characteristic of PV systems is added and the steady state 

operation region of the system without linearization for different load conditions is 

studied with MATLAB software. 

 

3.2 Dynamic Model of the Stand-Alone System 

 

Figure 3.1 shows a schematic diagram of the studied isolated power system. A PV 

source and a battery are connected to the three phase DC/AC inverter. A boost DC/DC 

converter increases the input PV voltage magnitude, and hence, controls the output power 

of the source. A bidirectional DC/DC converter charges or discharges the battery to fix 

DC link voltage. The inverter converts input DC voltage to AC and controls the voltage 

magnitude of the load. A linear RL (resistance-inductance) load and a constant apparent 

load are used. A capacitor is connected in parallel to the load to remove voltage 

fluctuations. As shown, the structure of the battery consists of a constant dc source, and 

internal capacitances and resistances. 
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1s

 

 

Figure 3.1 Schematic diagram of the stand-alone PV, battery inverter power system. 
 

To study dynamic behavior and calculate steady state operation region of the 

system, dynamic equations of each part are defined in detail. 

 

3.2.1 Nonlinear Model and MPP Operation of PV System 

 

The nonlinear model of the PV system relating the current flowing out of the PV 

and the terminal voltage is defined as follows [113]: 
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Table 3.1 Parameters of PV system 

rsI  72.1 e  r  k300  

q  Ce 19602.1   srcI  A03.8  

k  KJe /38.1 23  k  0017.0  

  k298  sn  225  

A  92.1  pn  250  

S  1   

 

In (3.1), rsI  and   are the reverse saturation current and the temperature of np   

junction. srcI  is the short-circuit current of one PV cell, sn   and pn  are the number of 

series and parallel PV cells in a string, respectively. A  is the ideality factor and S  is 

solar irradiation level. r  is the cell reference temperature and k  is the temperature 

coefficient. )602.1( 19Ceq   and )/38.1( 23 KJek   are the unit electric charge and 

Boltzmann’s constant. Table 3.1 shows parameters of PV system.  

Figure 3.2 illustrates per unit output current and power of the PV system where 

WPb 2000  and VVb 120  are selected as base values. At around puVpv 01.1  we have 

maximum power point at unity irradiation level ( 1S ).  

To define maximum power point in each solar irradiation level 
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Figure 3.2 Current and power characteristics of PV system in per unit 
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If yxex       )(yWx   and W  is the Lambert function. 
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Figure 3.3 shows PV curve characteristics and calculated maximum power points 

in 10 different irradiation levels from 0.01 to1. In Figure 3.4 trend of PV output voltage 

at maximum power point (MPP) based on solar irradiation level is shown. 

 

3.2.2 Boost Converter Connected to the PV System 

 

The model of the PV, DC-DC converter is given as (
dt

d
p  ) 

When 1S  is ON ( 11 S ) 

 

1IIpVC pvpvpv   (3.14)
 
 

1111 IRpILVpv   (3.15)
 

When 1S  is Off ( 11 D ) 
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Figure 3.3 PV curve characteristics in different irradiation level 
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Figure 3.4 Calculated optimum voltage at MPP in different irradiation level 
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1IIpVC pvpvpv   (3.16)
 
 

dcpv VIRpILV  1111  (3.17)
 

Therefore with combination of two modes ( 11 1 SD  ) 

 

1IIpVC pvpvpv   (3.18)
 
 

dcpv VSIRpILV )1( 11111   (3.19)
 

 

3.2.3 Bidirectional Boost Converter of Battery 

 

In the bidirectional boost converter, when 2S  is on ( 0,1 32  SS ) 

 

2IIpVC bbb   (3.20)
 
 

dcb VVIRpIL  2222  (3.21)
 

When 2S  is off ( 1,0 32  SS ) 

 

2IIpVC bbb   (3.22)
 
 

bVIRpIL  2222  (3.23)
 

Therefore with combination of two modes ( 23 1 SS  ) 

 

2IIpVC bbb   (3.24)
 
 

dcb VSVIRpIL 22222   (3.25)
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3.2.4 DC Link Equations 

 

The dynamic equation of the DC link voltage 

)(
4

3
)1()1( 111122112211 dsdqsqindcdc IMIMISISIISISpVC   

(3.26)

 

 

3.2.5 Dynamic Model of the Battery 

 

The model of the battery is expressed (Figure 3.1) as 
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3.2.6 Load Equation 

 

The equations for the constant load currents expressed in the qd-axis synchronous 

reference frame in terms of the constant real and imaginary powers are given as 
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Where 1oP  and 1oQ  are active and reactive power of the constant load. 

 

3.2.7 Three Phase Converter Equations 

 

The voltage source converter as illustrated in Figure 3.1 is modeled in the qd 

reference frame below, where Mq1 and Md1 are the q and d modulation indices 
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3.2.8 Linear Load of DG1 (L1) Equations 

 

The qd- synchronous reference frame equations of the resistance-inductance load 

at the angular frequency ωs1 at the terminal of the voltage source inverter are given as 
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3.2.9 Capacitor of DG1 Equations 

 

The qd equations of the load capacitors are given as 
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3.3 Steady-State Operation 

 

The steady state operation variables of the stand-alone power system operating at an 

angular frequency of ωs1 are obtained when the derivatives of the states in the dynamic 

equations in Section 3.2 are set equal to zero. The operation region is studied by changing 

the active power of the constant load when Mq1=0.9, Md1=-0.16, Qo1 = 200Var, Vm1 = 

120V, and the PV is providing maximum output power. Two different solar irradiations S 

=1 and S = 0.7, and therefore two different PV system voltages Vpv = 121.25V and Vpv = 

117.6V, are considered respectively. By increasing the load’s active power, the DC link 

voltage in Figure 3.5 increases and the battery starts to discharge. In Figure 3.6, the 

discharge of the battery reduces its output voltage. In Figure 3.7, the inverter’s output 

active power increases gradually to meet the load requirement and ensure the power 

balance. Due to the constant load voltage, active and reactive powers of the linear load 

are constant. Thus with the constant reactive power of the other load, the total inverter 

output reactive shown power in Figure 3.8, is constant. 
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Figure 3.5 DC link voltage versus active 
power of constant load, blue(S = 1), red(S 
= 0.7) 

Figure 3.6 Battery voltage versus active 
power of constant load, blue (S = 1), red(S 
= 0.7) 
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Figure 3.7 Inverter output active power 
versus active power of constant load, 
blue(S =1), red(S = 0.7) 

Figure 3.8 Inverter output reactive power 
versus active power of constant load, 
blue(S=1), red(S = 0.7) 

 

Figure 3.9 and Figure 3.10 illustrate the output current and power of the battery. When 

total load is less than the maximum power supplied by the PV system, the excessive 

power charges the battery. After approximately 1800W for unity irradiation level (S=1), 

the total load exceeds the maximum power of PV system and the battery starts to 

discharge, releasing power to the load. When the irradiation level of the PV system 

decreases from 1 to 0.7, the maximum power decreases from 2229W to 1510W. 
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Figure 3.9 Battery output current versus 
active power of constant load, blue(S= 1), 
red(S = 0.7) 

Figure 3.10 Battery output power versus 
active power of constant load, blue( S = 1), 
red(S = 0.7) 
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Figure 3.11 PV converter modulation index 
versus active power of constant load, 
blue(M=0.91), red(M=0.61) 

Figure 3.12 Battery converter modulation 
index versus active power of constant load, 
blue(M=0.91), red(M=0.61) 

 

The largest effect is on the battery since the PV source is decreased and the 

battery discharges even for smaller load demand. Thus the battery starts to discharge 

when the constant load power is about 1000W. Figure 3.11 shows the duty ratio of the 
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DC-DC converter connected to the PV to meet the load demand. The battery converter’s 

corresponding duty ratio is shown in Figure 3.12 

 

3.4 Control Unit Design 

 

3.4.1 Load Voltage Control 

 

To follow the load reference voltage at rated value, a PI voltage controller is 

designed. From Figure 3.13 and the dynamic equations of the system in Laplace format 

given as 
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where the PI voltage controllers are 
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Substituting (3.37) into (3.35) and (3.36) we can define the transfer function of 

voltage control and compare it with a standard first order transfer function with a time 

constant of 1m  as. 
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Figure 3.13 Block diagram of DC-AC three phase converter control part 
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Therefore the PI controller parameters can be calculated using the time constant 

of the controller and capacitance of the load capacitor as 
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For a fast voltage control response, a small time constant is needed. It shouldn’t 

be very small, but must be bigger than the switching time interval. It is therefore chosen 

to be about ten times the switching time interval 
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where swf is the switching frequency of the converter for the DG1 (5kHz). 

Using the output of voltage controller, the reference output current of converter 

can be defined as 
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where qm1  and dm1  are output voltages of the PI controllers. 

 

3.4.2 AC Inverter Current Control 

 

After controlling the load voltage magnitude and defining the current reference, 

the current controller will follow its reference. The advantage of inner current control is 

that one can put a limiter in the reference current so as to apply an inherent current 

protection to the system. This is especially necessary for the power electronic converter 

which has a limited KVA rated capacity. 

The inner current controller is designed using the qd axis dynamic equations of 

the system as follows: 
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where the PI current controller is given by 
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Substituting (3.47) into (3.45) and (3.46), one can define the transfer function of 

the current controller and compare it with a standard first order transfer function with a 

time constant of 1s  as follows: 
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Therefore the PI controller parameters of the current controller can be calculated 

using the time constant of the controller, the resistance, and the inductance of the output 

transmission line of converters 
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Being the inner most control unit, the current controller must have fastest 

response. Therefore, its time constant is chosen to be half of the voltage controller or five 

times the switching period 
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Figure 3.14 Block diagram of PV DC-DC boost converter control part 
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The modulation indices which are the outputs of the controllers will be 
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3.4.3 PV Voltage Control 

 

As illustrated in Figure 3.14, the objective of the PV control is to follow 

maximum power point. The output voltage controller is therefore designed using (3.18) 

as 
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where PV voltage reference ( *
pvV ) comes from maximum power point tracking (MPPT). 
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Comparing denominator of transfer function with denominator of second order 

Butterworth filter 
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The coefficients of outer voltage PI controller and the reference current for the inner 

controller are defined as 

 











pvnIpvv

pvnPpvv

Ck

Ck
2

2
 (3.59)

 
 

pvvpvII *
1  (3.60)

 

The controller parameters are chosen as 7.0  and swdcn f 2.01  , where swdcf  is the 

switching frequency of the DC-DC converter which is chosen to be 5kHz for both DC–

DC converters. 

 

3.4.4 PV Converter Current Control 

 

To follow the reference current of the PV, based on the dynamic equation of the 

converter interface inductor in (3.19) 
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where 1

~
S  is the average duty ratio of the converter. 

 

)(

)(

11
*

1

1

skRsL

sk

I

I

pvi

pvi


  and 

s

k
ksk Ipvi

Ppvipvi )(  (3.62)

 
 

IpviPpvi

IpviPpvi

kskRLs

ksk

I

I





)( 11

2*
1

1  (3.63)

 
 

22
11

2 2)( nnIpviPpvi sskskRLs      










1
2

112

Lk

RLk

nIpvi

nPpvi
 (3.64)

 
 

dc

pvipv

V

V
S


1

~
1  (3.65)

 

For faster inner current controller swdcn f 4.02  . 

 

3.4.5 DC Link Voltage Control 

 

The battery DC-DC converter should control the DC link voltage. Figure 3.15 and 

Table 3.3 show the block diagram of battery converter control unit and battery 

parameters. From the dynamics of the DC link voltage in (3.26) if the aforementioned 

method is used 
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Figure 3.15 Block diagram of Battery DC-DC converter control part 

 

)(

)(
* sksC

sk

V

V

dcdc

dc

dc

dc


  and 

s

k
ksk Idc

Pdcdc )(  
(3.67)

 
 

IdcPdcdc

IdcPdc

dc

dc

kskCs

ksk

V

V





2*  

(3.68)

 

222 2 nnIdcPdcdc sskskCs     










dcnIdc

dcnPdc

Ck

Ck
2

2
 (3.69)

 

2

111111
*

2 ~
)

~
1()(

4

3

S

ISIMIM
I

dsdqsqdc 
  (3.70)

 

 

3.4.6 Current Control of Battery Converter 

 

The utilization of the battery inner current loop controller in addition to fault 

protection, can limit the charge and the discharge current of the battery which is a key 

factor in the determination of the battery life time. From (3.25) 
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3.4.7 Voltage Control of PV in Disabled Battery 

 

If the battery is disabled, DC link voltage should be regulated by PV converter. 

To follow the reference voltage of the PV ( *
pvV ) system that comes from MPPT 
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Figure 3.16 Block diagram of PV DC-DC boost converter control part if battery converter 
is disabled 

 

3.4.8 PV Converter Current Control in Disabled Battery 

 

In disabled battery mode, the dynamic equation of the PV current and therefore its 

controller structure is changed as 
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The transfer function for current controller is 
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Figure 3.17 Droop control unit 

 

3.4.9 DC Link Voltage Control in Disabled Battery 

 

To control the DC-link voltage 
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3.4.10 Droop Control 

 

To guarantee total power balance either if total power of converter and battery is 

less than total load or total load is less than produced power, a droop control is used. 
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The droop control droops frequency and voltage against output active and reactive 

power of the three phase converter respectively. 
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where n  and nV  are rated frequency and rated voltage of the system. 1pm , 1qn , 1sP  and 

1sQ  are active power droop coefficients, reactive power droop coefficient, output active 

power and  output reactive power of converter, respectively. *P  and *Q  are desired 

active and reactive powers of the converter. In this case *P  is maximum power of PV 

system that comes from MPPT and *Q  is considered zero. 

In (3.90) and (3.91) the amount of droop coefficients are defined. The active 

power droop coefficient and reactive power droop coefficient are based on maximum 

change of frequency and voltage respectively. 
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Figure 3.17 shows the droop control unit in detail. First the instantaneous output 

active and reactive powers of the converter are calculated using measured output current 

of the converter and load voltage. 
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To remove fluctuations and produce average values of output powers, both 

calculated instantaneous powers are passed through a low pass filter with a cut off 

frequency of c . 
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The outputs of droop control are voltage magnitude and angular frequency which 

define the reference angle of the load voltage using an integrator. Thus the qd-axis 

reference voltage can be determined as follows: 
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3.4.11 Phase Locked Loop 

 

To measure the frequency of the system and define reference frequency for qd 

transformation a phase lock loop (PLL) is designed and applied to each DG unit. 
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Figure 3.18 Block diagram of phase locked loop 
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Therefore one can define the closed loop transfer function and compare its denominator 

with that of the second order standard Butterworth filter transfer function 
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Table 3.2 Parameters of power system 

1sR  1.0  
1R  2.0  

1sL  He 34   1L  He 32   

1LR  10  
pvC  Fe 6100   

1LL  H0352.0  
2R  2.0  

1dC  Fe 6200   2L  He 32   

dcC  Fe 35   bC  Fe 6100   
 

Table 3.3 Parameters of the battery 

1bR  05.0  bV  V48  

1bC  F54000  3bR  002.0  

2bR  001.0  4bR  05.0  

2bC  F1    
 

Table 3.4 PI controllers’ coefficients 

1Pmk  377.0  1Imk  0  

1Psk  13.25  1Isk  32.628  

Ppvvk  053.0  Ipvvk  21.14  

Ppvik  866.0  Ipvik  26.284  

Pdck  66.2  Idck  6.710  

Pbik  866.0  Ibik  26.284  

Ppllk  44.4  Ipllk  1184  

1pm  438 e  1qn  412 e  
 

 

 

)sin(0 1111 smdm VVe   
(3.105)

 

where   is damping factor and is usually chosen as critical damping factor which is 

707.0 .  

 

3.5 Simulation Results 

 

To show the performance of the designed controllers, the studied system is simulated in 

MATLAB software. Table 3.2 gives the parameters of the system in Figure 3.1.  



87 

 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1000

1200

1400

1600

1800

2000

2200

2400

2600

2800

3000

P
1 

an
d 

P
s1

 (
W

)

Time(sec)

Ps1

P1

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.13

0.14

0.15

0.16

0.17

0.18

0.19

0.2

0.21

0.22

B
at

te
ry

 M
od

ul
la

tio
n 

(s
2)

Time(sec)

Figure 3.19 Constant load and inverter 
output active powers 

Figure 3.20 Battery converter modulation 
index 
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Figure 3.21 Battery output current Figure 3.22 DC link voltage 
 

Parameters of the battery and PI controllers’ coefficients are presented in Table 3.3 and 

Table 3.4 respectively. The PV system is always working in maximum power point and 

the battery converter tries to control DC link voltage and limit maximum charge or 

discharge currents of the battery that are chosen 300V and 20A respectively. Figure 3.19 

shows the constant active load power changes at 0.3s and 0.7s from the lower to the 

higher than rated power of PV system (2300W at unity irradiation level) with constant 

reactive load power of 20Var. With a change of constant load active power, the output 

active power of the inverter changes to feed both the linear and the constant loads. 
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Therefore total load will be 1900W and 2900W respectively. The nominal power of the 

PV system at the maximum point is about 2300W. As illustrated in Figure 3.20, based on 

the total load power, the battery is charging or discharging. When the total load is less 

than the nominal power of PV system as primary source, excessive power charges the 

battery and makes the current of the battery negative. After 0.7s total load is more than 

MPP of PV and the battery is discharged to feed the load. The modulation index of the 

battery converter changes in Figure 3.21 based on output current. Due to the performance 

of the battery converter controller unit, DC link voltage remains almost constant in Figure 

3.22. In a constant DC voltage, the PV system works in MPP mode without any special 
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change in its output current and modulation index as shown in Figure 3.23 and Figure 

3.24 respectively. With increase of the load active power, modulation index of the three 

phase inverter increases in Figure 3.25 and is always less than unity. In Figure 3.26, load 

voltage magnitude experiences a small voltage sag in the instant of load change but it 

reaches nominal value and remains constant for less than 50ms using a three phase 

inverter controller. 

To show the effect of array shading, the irradiation level at 0.5s is changed from 

unity to 0.7, when the total load is kept constant at 2000W. Based on the proven equation 

of optimum PV voltage, to follow maximum power point, the reference PV voltage 

changes from 121.25V to 117.6V and the corresponding maximum output power of the 

PV changes from 2300W to 1500W. Figure 3.27b shows that the PV controller follows 

the reference voltage perfectly to produce maximum possible active power. Because the 

total load is more than the maximum power of the PV system, the battery will discharge. 

In Figure 3.27, with decrease of output PV current due to irradiation level reduction, the 

battery produces positive current to meet the load requirement and keep the DC link 

voltage constant. 

 

3.6 Conclusions 

 

In this chapter, the model and steady state performance characteristics of an autonomous 

power system fed by a PV source and battery are set forth. The nonlinearities of the PV 

and load are included in the model. At steady-state, when the PV system is working at the 

maximum power point, it is observed that with an increase of the load, the dc link voltage  
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Figure 3.27 Operation under different irradiation level. (a) irradiation level, (b) reference 
and actual PV voltage, (c) PV output current, (d) battery output current, (e) Dc link 

voltage 

increases to meet the constant load voltage when the voltage source converter operates at 

a constant modulation index. The battery discharges when total load is more than 

maximum power of the PV system. Under a lower irradiation level, the maximum power 

of PV system decreases, thus the battery discharges even under reduced load demand. 

With reduction of the inverter modulation index magnitude, to meet constant load 
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voltage, the input DC link voltage and the duty ratios of the two boost converters 

interfacing the sources are increased. 

Controller parts of DC/AC inverter and DC/DC converters are designed. The 

objectives of the inverter and battery converter are to control load voltage and DC link 

voltage respectively. PV converter tries to operate in maximum power point. If load 

power is more than the maximum power of PV system and the battery is discharged, 

droop control manages frequency and load voltage to guarantee total load balance. The 

three phase inverter controls the frequency and voltage magnitude of the load. Simulation 

results prove that with the change of load or irradiation level, controllers enable following 

of the reference and meet load requirements in standalone mode condition. 
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CHAPTER 4 

4.STEADY STATE ANALYSIS AND DYNAMIC CONTROL OF PV 

SYSTEM CONNECTED TO THE MAIN GRID 

 

4.1 Introduction 

 

The goal for the microgrid with renewable energy sources is to transfer the 

maximum possible power in grid connected mode. Since the voltage magnitude and 

frequency are adapted from the main grid, the controller objectives are different in this 

mode than in autonomous mode operation. 

In grid connected mode the output active and reactive power or input DC–link 

voltage magnitude can be controlled. In this chapter, a controller for grid connected 

operation of a microgrid with a photovoltaic (PV) system as an input source has been 

designed. 

In the first section a single converter as a DG unit connected to a local linear RL 

and a non-linear voltage dependent load along with a capacitor to remove harmonics and 

stabilize load voltage is considered. The system equations are transformed from abc to 

qdo in synchronous reference frame and dynamic equations are defined.  

Two different control algorithms are considered. First the objective is to control input DC 

voltage and assume load voltage is constant because it is connected to the main grid. 

Secondly, with assumption of constant input DC voltage source, the load voltage is 

controlled. In both algorithms we have an inner current control loop which controls qd-

axis output current of the converter separately. 
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Figure 4.1 Schematic diagram of a DG system with PV source connected to the grid 

After designing controllers, a state space model of the whole system is defined 

and bifurcation analysis is applied to the system to find equilibrium curves of parameters 

and bifurcation points in the operation region. The simulation results prove the 

performance of the designed controllers. 

 

4.2 Dynamic Model of the System 

 

Figure 4.1 shows the block diagram of a grid connected distributed generation 

(DG) system. A voltage source converter converts DC input to AC output voltage. A 

linear RL load and a constant load are connected to the converter through a transmission 

line. A capacitor is connected to remove the high frequency voltage harmonics out of the 

three phase inverter and smooth the load voltage. Another transmission line connects the 

system to the main network with constant voltage magnitude and frequency.  

The dynamic equations of the system in three phase abc frame are as follows: 
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The inverter transmission line dynamic equations 
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The three phase inverter equations 
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where abcsV 1 , abcsI 1  and abcps are output phase voltages, phase currents and switching 

functions of DG1 (VSC1). 

Linear Load of DG1 (L1) equations 
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where abcLI 1 are phase currents of linear load (L1) of DG1  

The main grid equations 
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Capacitor of DG1 Equations 
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where abcI1  are the phase currents of second (nonlinear) load of DG1. 

The input DC current of DG1 

 

)( 111111 cpcsbpbsapaspvinpvdc sIsIsIIIIpVC   (4.6)
 

where abcs  are modulation signals of three phase inverter. qd-axis dynamic equations of 

the system in grid frequency synchronous reference frame are as follows: 
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where 1 and 10  are frequency and initial angle of converter and 1s and 10s  are 

instantaneous frequency and initial angle of the system that is measured by a phase 

locked loop (PLL). 1M , 1qM  and 1dM  are modulation index magnitude, q-axis 

modulation index and d axis modulation index of the converter respectively. 

Load voltage equations 
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where 1mV  is the load voltage magnitude. 
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where qdsI 1 , 1sR  and 1sL  are qd-axis current, resistance and inductance of converter side 

transmission line respectively (
dt

d
p  ).  

Linear Load of DG1 (L1) equations 
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where qdLI 1 , 1LR  and 1LL  are qd-axis current, resistance and inductance of the linear load 

respectively. 

The second load is considered as constant load therefore its current equations are 
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Capacitor of DG1 equations 
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where 1dC  is the capacitance of parallel capacitor connected to the loads. 

The input DC current of DG1 

 



97 

)(
4

3
11111 dsdqsqinpv IMIMII   (4.14)

 
 

)(
4

3
11111 dsdqsqinpv IMIMII   (4.15)

 

The nonlinear model of the PV system relating the current flowing out of the PV and the 

terminal voltage is defined as follows: 

 












 1)exp(

s

pv
rspphppv n

V

Ak

q
InInI


 (4.16)

 
 

 
100

)(
S

kII rsrcph    (4.17)

 

 

4.3 Steady-State Operation 

 

At steady state the derivatives of the states in the dynamic equations are set equal 

to zero. The converter equations of DG1 
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Linear Load of DG1 (L1) equations 
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Capacitor of DG1 equations 
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Table 4.1 System parameters of DG connected to the grid  

sV  120V s  377(rad/s) 

sR  0.05Ω sL  0.002H 

1sR  0.1Ω 1sL  0.004H 

1LR  10 Ω 1LL  0.0352H 

1dC  200e-6F 1C  0.005F 
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The parameters of the power system are presented in Table 4.1. The parameters of the PV 

system are the same as Table 3.1 instead of number or parallel and series cells (np and ns). 

Since there is no boost converter and the PV is directly connected to three phase inverter 

and DC link voltage magnitude should be considered at least two times of the magnitude 

of the grid voltage in the AC side at the operation point, the number of parallel cells has 

been considered one and a half times of previous case in this chapter. To have the same 

output power, the number of series cells is divided by three to cause lower current with 

higher output voltage. Figure 4.2 illustrates the used nonlinear characteristic of the PV in 

per unit. The base values are the same (Sb=2000W and Vb=120V). 

From the system equations, the known variables for steady state calculation are 

the grid voltage magnitude and the irradiation level of the sun for PV (S=1). The DC link 

voltage and current are calculated based on the operation of the PV system in maximum 

power point. 
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Figure 4.2 Nonlinear characteristic of PV source 

4.2.2.1 Operation under different values of q-axis grid voltage (Vqs) and four 

different constant loads (Vmd1=0). Since the load (capacitor) voltage is considered as 

the reference for qd axis transformation the qd axis grid voltage are free to be changed. In 

this study, the parameters of the system have been defined in four different constant load 

values.  

In this condition because we have two more variables than equations, in 

transforming equations from abs to qdo reference frame, we considered 01 dmV  which is 

d-axis load and capacitor voltage. qsV  is a known variable, so with change of it from 

negative to positive nominal value (-120V to 120V) we can calculate other parameters to 

see the operation region of the system. 

These figures just show the logical operation region in which we have real 

answers for other parameters and the modulation index is less than one. As illustrated in  
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Figure 4.3, the operation region of the system based on predefined values of the loads and 

grid impedances is in a narrow range of q-axis main grid voltage in which with change of 

qsV  from 118V to 120V, load voltage ( 1qmV ) changes from 70V to 140V. Figure 4.4 

shows with increasing grid and load voltage, modulation index of the converter increases 

gradually. Active power of the converter is constant because its input DC voltage and 

current are assumed to be constant. In low constant load, because output active power of 

the converter is more than total load, excessive power flows into the grid. In addition 

because the range of the change of qsV  is small but 1qmV  is increasing, the difference 

between them decreases gradually which causes reduction in active power consumed by 

line resistances although active power of the linear load due to increase of its voltage 

increases, therefore active power that is flowing into the main grid in Figure 4.5 

(magnitude) first starts to increase then it reduces. 

As can be seen from the figures, change of the constant load active power has 

more effect than change of the constant load reactive power on operation region. With  
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Figure 4.6 Reactive power of the main grid 
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Figure 4.7 Reactive power of the converter 

 
increasing of the constant load active power, the limit and rate of the load voltage change 

will be smaller and sharper respectively. Furthermore active and reactive power of the 

grid increases to feed the load in Figure 4.5 and Figure 4.6. 

4.2.2.1 Operation under zero output reactive power of converter (Qs1=0) and 

change of constant load. In this part also we considered 01 dmV  but qsV  is unknown, 

instead we assumed output reactive power of converter ( 1sQ ) is zero (unity power factor 

operation) which adds another equation which makes eleven equations and eleven  
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Figure 4.9 Load and capacitor voltage 
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Figure 4.10 q-axis voltage of main grid Figure 4.11 d-axis voltage of main grid 

 

variables. The contours of change of system parameters with change of active and 

reactive power of constant load are presented. The active and reactive powers of the 

constant load have been changed from 10W to 1600W and 10Var to 400Var respectively. 

With a load voltage close to rated value, the modulation index is high in Figure 

4.8 (about 0.8) and the output current of the converter to feed the load is small. The Load 

voltage magnitude (Vm1=Vm1q) and q-axis voltage of the grid in Figure 4.9 and Figure 

4.10 are close to nominal value (120V) and d-axis voltage of the main grid in Figure 4.11 

is small. 
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Figure 4.12 Active power of main grid Figure 4.13 Reactive power of main grid 
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Figure 4.14 q-axis output converter current Figure 4.15 Output converter current 

magnitude 
 
The change of the load voltage and therefore the modulation index and converter 

current magnitude is small in this range of the load change. With increasing active and 

reactive power of the constant load, active and reactive power of the main grid in Figure 

4.12 and Figure 4.13 increase from negative to positive values because in small loads, 

output power of the converter is more than total loss and loads but with increasing the 

total load will finally be more than the power of the converter and excessive load should 

be fed from the main grid. 
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Output reactive power of the converter is always zero and output active power of the 

converter is always at maximum power point operation of the PV source. Output current 

of the inverter in Figure 4.15 is about 13A which is mostly aligned with q-axis in Figure 

4.14. 

 

4.4 Bifurcation Analysis 

 

Power systems consist of nonlinear elements. The dynamics of these systems are 

usually represented by dynamic and algebraic equations of generators or sources, loads 

and transmission lines. Therefore we have a set of nonlinear differential equations where 

change of some parameters of the system like loads may cause qualitative changes at 

bifurcation points. Hopf bifurcation and saddle node bifurcation are the typical 

bifurcations. The saddle node bifurcation point results in instability. Hopf bifurcation 

causes oscillatory behavior of a power system [116]. 

In this part, the CL_MATCONT software package [110] along with MATLAB is 

used. The equilibrium curve and bifurcation points of a PV system with consideration of 

nonlinear behavior of input source are investigated. For this purpose all of the parameters 

are transformed to per unit values. The base values for calculating parameter values in 

per unit are as follows: 
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Figure 4.16 shows DC voltage of a PV source versus active power of constant 

load (P1) as an active parameter for different q-axis converter modulation indices. With  
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Figure 4.16 Equilibrium curve of PV DC voltage when constant load active power (P1) is 
an active parameter for different q-axis modulation indices. H (Hopf Bifurcation Point), 

LP (Limit Point). 

 

Figure 4.17 Equilibrium curve of the main grid active power (Ps) when constant load 
active power (P1) is an active parameter for different q-axis modulation indices. 
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Figure 4.18 Equilibrium curve of the main grid reactive power (Qs) when constant load 
active power (P1) is an active parameter for different q-axis modulation indices. 

 

Figure 4.19 Equilibrium curve of the input power (Pin) when constant load active power 
(P1) is an active parameter for different q-axis modulation indices. 
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Figure 4.20 Equilibrium curve of the load voltage magnitude when constant load active 
power (P1) is an active parameter for different q-axis modulation indices. 

 

Figure 4.21 Equilibrium curve of the total load active power when constant load active 
power (P1) is an active parameter for different q-axis modulation indices. 
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Figure 4.22 Equilibrium curve of the total load reactive power when constant load active 
power (P1) is an active parameter for different q-axis modulation indices. 

 

Figure 4.23 Equilibrium curve of the per unit q-axis load voltage (Vqm) when constant 
load active power (P1) is an active parameter for different q-axis modulation indices. 
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Figure 4.24 Equilibrium curve of the converter output voltage magnitude when constant 
load active power (P1) is an active parameter for different q-axis modulation indices. 

 

increase of load active power with a constant PV DC voltage more modulation index is 

needed and with increase of DC voltage in a constant load active power, modulation 

index is reduced. Moreover with a higher modulation index, the operation region of PV 

DC voltage increases and operation region of load active power is decreased. Hopf 

bifurcation and limit points in equilibrium curves are defined. 

Figure 4.17 and Figure 4.18 illustrate equilibrium curves of the main grid’s active 

and reactive powers versus load active power. The grid is always producing reactive 

power. With lower active power of load, excessive power of the converter flows into the 

main grid and makes it active power negative. 

In Figure 4.19 we can get maximum power from the input source in all 

modulation indices with different combinations of load active power and therefore PV 
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DC voltage. Figure 4.20 shows the operation region can be either in less active power of 

the load and higher load voltage or in more load active power and lower load voltage. 

Because the active and reactive power of the RL load are just related to its 

voltage, the trend of powers of total load in Figure 4.21 and Figure 4.22 that are a 

combination of linear RL load and constant load are like voltage magnitude. In higher 

load voltage, near nominal value that is usually acceptable operation region, with increase 

of constant load active, power active and reactive power of RL load and therefore total 

load is reduced. 

Figure 4.23 shows per unit q-axis voltage of the load versus active power of the 

constant load. The trend of change of this figure is similar to Figure 4.20 because d-axis 

voltage of load is always small. Also in this figure, bifurcation points are defined. Figure 

4.24 illustrates converter output voltage equilibrium curves. In each iteration PV DC 

voltage is a state variable and modulation index is constant therefore trend of output 

converter voltage is like DC voltage. As it is shown, in a constant load, with increase of 

modulation index we have more converter output converter voltage. In a constant output 

voltage with reduction of modulation index we can feed more load because we are 

increasing output converter current with a constant voltage indirectly. 

 

4.5 Controller Design 

 

Since the DG system is connected to the main grid and the voltage magnitude and 

frequency are adapted from it, two objectives can be considered for the controller design 

purposes. 
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First the output active and reactive power of three phase inverter can be 

controlled. In this case the assumption is that the input power of the DG is always equal 

or bigger than the reference so it can send the demand power from the reference all the 

time. In this case 
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where *
1sP  and *

1sQ  are the reference of output active and reactive power respectively 

which producing the reference of the output qd-axis current of the inverter ( *
1qdsI ). 

In most of real conditions and also in the studied system in this chapter, the input 

source has a limit rated power. We also prefer to transfer the maximum possible power 

from a renewable source like PV. Due to aforementioned reasons, the objective of the 

controller is considered to control input DC link voltage and output reactive power of the 

inverter.  

With the control of the DC link voltage which is the same as the PV output 

voltage illustrated in Figure 4.25, maximum power point tracking can be applied to 

extract the maximum power from the PV system at any irradiation level of the sun. The 

reactive power control can be used for unity power factor operation. If the local load 

power is less than the PV source power at MPP, the excessive power will flow into the 

grid and if the load is more than the PV source or it needs reactive power, the rest will be 

delivered from the grid. 
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4.5.1 DC Link Voltage Control 

 

The maximum power point operation produces the reference for the DC link 

voltage. To control the DC link voltage, from its dynamic equation 
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With substitution of modulation index equations 
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Where )(skv  is the DC voltage controller, therefore DC voltage transfer function is 
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Figure 4.25 Block diagram of DC voltage and reactive power control 

If we consider a PI controller 

 

s

k
ksk iv

pvv )(  (4.30)

 

Then 

 

11

21
*2

1

2
1

22
2

C

k
s

C

k
s

ksk

CV

V

ivpv

ivpv

dc

dc




  

(4.31)

 

With comparison to the denominator of a second order Butterworth transfer function 
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Therefore with selecting natural frequency ( n ) and damping factor ( ) we can define 

coefficients of the PI controller. 
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If the current controller works correctly qdsqds II 1
*

1   and 0qd  therefore 
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For converting from abc to qd reference frame (using PLL) we can align voltage in q-axis 

reference frame and put 01 dmV  
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In the other word, we define q-axis reference current by controlling 1dcV . 

If dynamics of the PV system is taken into account, DC voltage control is related 

to active power of PV source that is nonlinear and also related to 1dcV . Therefore 

assumption of (4.28) may not be true and control system of DC voltage is nonlinear. 

To remove this nonlinearity we can apply new control input ( ) that can be zero 

or unity 
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Figure 4.26 Block diagram of DC voltage and reactive power control after removing the 
effect of PV source 
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If we choose 1 , DC voltage control is independent of active power of PV system and 

the control diagram will be 
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And if 1  

 

))((
2

3

2
2

1

*2
11

2
1

1
dcdcvvqmdc VVskuVsV

C
  (4.42)

 
 



116 

If  
s

k
ksk iv

pvv )(  then  

11

21
*2

1

2
1

22
2

C

k
s

C

k
s

ksk

CV

V

ivpv

ivpv

dc

dc




  

(4.43)

 
 

If  
)(

)(
3

21








ss

s
skv  then  

1

2

1

12
3

3

21

1
*2

1

2
1

22
2

C
s

C
ss

s

CV

V

dc

dc








  

(4.44)

 

 

4.5.2 Reactive Power Control 

 

Output reactive power of the inverter after the filter at PCC 
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If it is assumed that 01 dmV  
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A new variable can be defined as 
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Thus 
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Therefore d-axis reference current can be defined using reference reactive power ( *
1sQ ). 

Usually *
1dcV  is kept constant or defined by maximum power point tracking 

(MPPT) of PV system and for unity power factor 0*
1 sQ  
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4.5.3 Current Control 

 

After defining the qd-axis current references from the outer DC link voltage and 

reactive power controllers, the inner current controller can be designed. From the 

dynamic equation of the inverter transmission line in complex format 

 

))((
2 1

*
1111

1
1111111 qdsqdsssqdm

dc
qdqdssqdssqdss IIskV

V
MIjLIRsIL    (4.49)

 

where )(1 sks  is the current controller, therefore current transfer function is 
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where 1psk  and 1isk  are proportional and integral parameters of current controller. 
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From (4.49)  
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So for separated qd-axis from the complex format 
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The outputs of current controller are modulation indices ( 1qdM ) that produce the 

output voltage of the three phase inverter connected to the grid. 

 

4.5.4 State Space Model 

 

To define the state space model of the system, the dynamic equations and also the 

designed controller parameters have been used. From the control part 
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And from the dynamic equations of the system 
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In separated qd-axis format and with assumption of 01 dmV  that is considered in 

control part for decouple control of reactive power 
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With substituting control part equations in the first two equations of plant 
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In general, the state space model 
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where X , U , dU  and Y  are state variable, input , disturbance input and output matrices 

respectively. The complete state space model of the system is as follows: 
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4.6 Simulation Results 

 

To study the dynamic behaviour and verify the performance of the controller parts 

design, the dynamic model of the system is simulated in MATLAB software. The 

nonlinear characteristic of the PV is included. To see the dynamic response two different 

tests have been applied. In the first case irradiation level of the sun is changed to 

investigate the response and performance of the DC link voltage controller for maximum 

power tracking of the PV source. In the second case, the constant load is varied suddenly 

to analyze the robustness of the controllers and power sharing between the DG unit and 

the main grid. 

In Figure 4.27the irradiation level of the sun has been changed from 1 to 0.8 at 0.6 

second. Therefore the DC link voltage reference which is the same as PV output voltage 

at maximum power point operation of the PV in each irradiation level is varied. The DC 

link voltage controller tracks the reference and reaches steady state in less than 0.1s.  
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Figure 4.27 Change irradiation level and DC link voltage response for MPPT of PV 
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Figure 4.28 Change of active reactive power of the inverter due to the change of 
irradiation level 
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Figure 4.29 Change of active reactive power of the main grid due to the change of 
irradiation level 
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Figure 4.30 Reference and actual qd-axis currents of inverter 
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Figure 4.31 qd-axis modulation indices of the inverter 

Figure 4.28 illustrates the output active and reactive power of the inverter. The 

active power reduces due to the reduction of irradiation level but still extracts the 

maximum possible power from the sun. The reference for reactive power controller is 

chosen to be zero for unity power factor operation of the PV system. Instead of small 

fluctuations in the instant of the irradiation level change, the output reactive power is 

always kept at zero. Since the loads are less than the output power of the DG unit, the 

power of the main grid is negative in Figure 4.29. It means the excessive power is 

transferred to the main network.  

Although the inverter is not producing reactive power, the big value of capacitor 

is the reason of negative reactive power of the grid. With reduction of the irradiation level 

and consequently the output power of the DG, the transferred power to the grid in the 

constant load is also reduced. Figure 4.30 shows how the current controllers are trying to 
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follow qd-axis reference currents. The d-axis reference current corresponding to the 

reactive power is zero for all time. The q-axis reference current is changing based on the 

output of DC link voltage controller. The faster speed of the inner current controllers for 

tracking the references compared to outer controller is shown in this figure. In Figure 

4.31 the modulation indices of the three phase inverter are presented. It shows that due to 

the performance of the controllers the inverter is always operating in linear region 

without saturation of the modulation index magnitude. 

In the second case, the active and reactive powers of the constant load are 

changed in two different instances in Figure 4.32. The active power of the load is change 

from 800W to 2400W at 0.6s and reactive power is changed from 200Var to 600Var at 

0.8s respectively. Due to the constant irradiation level and MPP operation, the output 

active power of the DG is constant. The additional power of the load when it is raised 

beyond the maximum power of the PV, should then come from the grid. The active 

power of the grid is changed from negative (absorbing power) to positive (producing 

power). Due to the increase of the load reactive power at 0.8s, the flow of the reactive 

power into the grid reduces and goes into the load instead. Although there is no load 

voltage control, load voltage magnitude is dictated by the grid and shows just a small 

change. The phase lock loop always tracks the frequency and the angle of the load 

voltage and makes the d-axis load voltage zero. DC link voltage is also tracking its 

reference even with a significant change in the load values. 
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4.1 Conclusions 

 

In this chapter, the steady state operation region of a microgrid with a PV source 

connected to the main network is studied. First, with changing of the q-axis grid voltage, 

other parameters are calculated. The operation region of the grid voltage is small in that it 

is always close to rated value. With a small change in q-axis main grid voltage we will 

have a wide change in load voltage. With increasing the load and grid voltages, 

modulation index of the converter increases and it is always less than one. The change of 

the reactive power of the grid and converter are based on difference between the grid and 

the converter voltages as well as voltage of the capacitor which produces part of reactive 

power. For the second case, output reactive power of the converter is considered zero so 

we will have two operation regions based on the load voltage magnitude. For bigger load 

voltage, modulation index is also bigger and in constant input DC voltage and current, 

output converter current is smaller. With increasing active and reactive power of constant 

load, active and reactive power of the grid increases because output powers of the 

converter are assumed constant always operating at maximum power point of PV source 

in this condition. 

The controllers are design and explained in detail for the system. The load voltage 

magnitude and frequency are adapted from the main grid. The DC link voltage is 

controlled for maximum power point operation of the PV. For unity power factor 

operation the second reference has been considered as output reactive power of the three 

phase inverter. Inner current control loops are designed to control qd-axis output currents 

of the converter separately. To control the DC link voltage, the nonlinear characteristic of  
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Figure 4.32 system dynamic under the change of constant load, a) constant load active 
power, b)constant load reactive power, c) active power of the main grid, d) reactive 

power of the main grid, e) reactive power of the inverter f) q-axis load voltage g) d-axis 
load voltage h) DC link voltage. 



128 

the PV system is considered and using a feed forward gain, its effect on the control part is 

removed. Effect of the main grid and both linear and constant loads are considered in an 

input output feedback linearization control. A state space model of whole system after 

applying controller parts is defined. The bifurcation analysis using MATCONT software 

is applied to the system. Equilibrium curves of parameters along with bifurcation points 

are defined. 

The dynamic system is simulated in MATLAB software. With the change of 

irradiation level, DC link voltage and reactive power controllers follow their references 

precisely. Even during sudden change of the loads, the actual parameters of the system 

are still tracking their references well due to the fast response of the controllers. The DG 

unit is always operating in unity power factor and modulation indices of the inverter, 

even during transients, are less than unity. 
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CHAPTER 5 

5.EXPERIMENTAL SETUP AND DYNAMIC CONTROL OF PV 

SYSTEM 

 

5.1 Introduction 

 

To verify the proposed controllers, besides the dynamic simulation of the system, 

the experimental setup has been built and tested. The system consists of a microgrid with 

two different sources, a nonlinear PV and a battery source. In addition it includes three 

different power electronic converters, a unidirectional DC/DC boost converter, a 

bidirectional buck and boost converter and a three phase inverter. Each converter has its 

own controller signals coming from different controller structures, drivers and sensor 

boards. Due to the complexity of the system, each part is investigated separately and the 

process of design and experimental results are shown in different sections.  

 

5.2 Design and Open Loop Test of the Boost Converter for PV System Applications 

 

Power electronic converters can be used to connect renewable energy sources to 

the load or the grid. Using DC/DC converters it is possible to control the output voltage 

magnitude and also, as a special case, obtain maximum power from renewable sources. 

The photovoltaic is one the most popular methods for producing electricity from 

solar energy. It directly converts the solar irradiation to electric voltage. Renewable 

energies have two main advantages. First of all they are environmental friendly. 
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Secondly, there are no costs beyond manufacturing and installation. To get these benefits, 

renewable energies should be used to obtain the maximum possible power from them. 

Even a series array of solar cells doesn’t have enough voltage magnitude to be 

directly connected to the load; therefore, a boost converter can be used to increase the 

output voltage. In this section, a 3kW boost converter is designed in detail and the open 

loop test validates the performance of operation. 

As it is shown in Figure 5.1, the boost converter consists of five major parts 

a) The Input capacitor 

b) The switch 

c) The diode 

d) The Output capacitor 

e) The inductor 

Each of them should be designed and selected from the available equipment in the 

market. For designing the DC/DC converter, first the rated parameters of the converter 

should be defined. A 3kw DC/DC converter which operates in the switching frequency of 

50kHz in considered. The output voltage is always kept constant at 300V and the input 

voltage can change from 50V to 200V. 
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Figure 5.1 Schematic diagram of a boost converter 

For the boost converter 
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Therefore, the maximum duty ratio is 
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where D is the duty ratio of the boost converter. 

The ripple of the current is considered as 10 percent of the input current and the 

maximum output current can be calculated as 
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where LppI  is the peak to peak ripple current. The design of the boost converter is given 

in the next section after all parameters are define. 
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Figure 5.2 The actual shape and PCB model of the capacitor ALS30. 
 

5.2.1 Input Capacitor Design 

 

For safety purpose, the rated voltage of the capacitor is set as two times the output 

voltage. In this voltage range the only choices are electrolytic capacitors. The main 

concern with electrolytic capacitors is the equivalent series resistance (ESR) which 

causes heat and power loss. Furthermore, the ripple voltage is directly related to the 

current ripple and the ESR of the capacitor; the lower the resistance, the lower the ripple 

voltage. For a desirable voltage control, the ripple voltage of the capacitor should be less 

than the assumed change of the voltage at maximum power point of the PV which is the 

operating point and the critical point with the biggest change ratio based on the 

characteristic of the PV. The rated current of the input capacitor should be 
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Figure 5.3 The actual shape and PCB model of the MOSFET FCH76N60NF. 

 

Based on these parameters a capacitor from ALS30 series is chosen. Figure 5.2 

shows the actual dimensions and designed PCB model of the capacitor. 

 

5.2.2 The Switch Design 

 

For the design or selection of the switch, it is necessary to consider at least three 

parameters, the switching frequency, the rated voltage and rated current. When working 

at higher frequencies the best choice is a MOSFET with the least series resistance. Series 

resistance has a large effect on conduction loss especially with higher currents. The 

current that passes through the switch is the maximum input average current in addition 

to the ripple current. Thus the voltage and current of the switch are considered as follows: 
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Figure 5.4 The actual shape and PCB model of the diode STTH30L06. 
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For the highest efficiency the MOSFET FCH76N60NF from Fairchild 

semiconductor with low on resistance is chosen. The model of the MOSFET is presented 

in Figure 5.3. 

 

5.2.3 The Diode Design 

 

Diode should have the same voltage rating as the switch. The current passes 

through the diode is the maximum output current and the ripples. In the boost converter 

the output current is always less than the input current. The current and the voltage of the 

diode should be as follows: 
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The STTH30L06, the selected diode is a fast high current and high voltage diode 

from STMicroelectronics. The designed model of the diode is illustrated in Figure 5.4. 

 

5.2.4 Output Capacitor Design 

 

Like the input capacitor, the rated and ripple voltages should be considered for the 

output capacitor. The ripple voltage of the output capacitor is transmitted to the output. 

So for higher waveform quality, the output ripple voltage is assumed to be around 2 

percent of the output voltage which limits the selection of the capacitor with lowest ESR. 
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The output capacitor is chosen identical to the input capacitor. 

 

5.2.5 The Inductor Design 

 

The inductor is the most difficult component to find in the market while fulfilling 

the design requirements. After defining the current rating and the inductance, the inductor 

needs to be designed and its core wounded like a transformer. Usually the inductor is 

assigned with the ripple current and amount of energy it can handle based on the time 
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step and current magnitude. The higher the inductance the lower the current ripple will 

be. 
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The selected core for this application is ferrite EE65/32/27, and the wire is a Litz wire 

with AWG36 and 200 strands. Based on the designed inductor parameters in  
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The peak current 
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The energy that the inductor can handle is 
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The electrical condition coefficient 

324 1054.2145.0   eBPek moe  (5.14)

 

where mB  is the operating flux density. 

The core geometry coefficient 
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Table 5.1 Parameters of the designed inductor 

L  0.00056H dcI  15A 

dcI  2A oP  3000W 

  1% swf  50KHz 

mB  0.3 tesla uk  0.4 

rT  c25    

 

where   is regulation factor. 

The core that is selected (based on gk ) that is EE65/32/27 has an area product (the 

product of window area and core cross section area) 

 
49.29 cmAp   (5.16)

 

The current density 

 

2
4

/400
2

cmA
kAB

Ee
J

upm

  (5.17)

 

where uk  is window utilization. 

The rms current 

 

13.1522  dcdcrms III   (5.18)

 

The required bare wire area 

 

22 782.303782.0 mmcm
J

I
A rms

w   (5.19)

 

The relationship between n  AWG (American Wire Gauge) and diameter of the 

wire is 
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and the area is 

2
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Therefore the required AWG is 

13n  (5.22)
 

That is equivalent to Litz wire 36/200 for working in high frequencies. The effective 

window area of the core is 
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Figure 5.5 shows the designed inductor. After selecting all parts a sample setup is 

designed. A bulb is connected to the output as a load. A signal generator is connected to 

the gate of the MOSFET to turn it on and off. In Figure 5.6, the switching signal of 

50kHz with 50 percent duty ratio is applied to the gate. The input voltage is around 25V 

and is boosted up around 50V based on the duty ratio. 

 

5.2.6 PCB Model and Open Loop Test of the Boost Converter 

 

After the design of the equipment, as illustrated in Figure 5.7, the body of the 

boost converter circuit is designed. This figure shows the connection of different parts 
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Figure 5.5 The designed inductor 

 

 

Figure 5.6 Input and output voltage in 50kHz switching frequency and duty ratio of 0.5 
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a) 

 

b) 

Figure 5.7 PCB design of Boost converter circuit a) top layer, b) bottom layer 

 

besides current sensors on the board in both upper and lower sides. The completed and 

soldered open loop circuit is shown in Figure 5.8. The MOSFET and the diode are 

installed in the bottom connected to the heat sink for cooling and power dissipation. 

The open circuit test is applied on the designed board in Figure 5.9. The duty ratio 

is selected to be around 60%. The input voltage is 68.3 V and the output voltage is 162 V. 
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5.3 Closed Loop Experimental Design of Maximum Power Point Tracking 

Algorithm in PV System Applications 

 

In closed loop control of the PV source output voltage, due to nonlinear 

characteristic of the solar cells and unpredictable environmental conditions and their 

effects on the output of the PV panel, designing a precise controller is very complex and 

sometimes not completely applicable. The most popular methods for close MPP control 

of PV systems are the incremental conductance (INC) and the perturbation and 

observation (P&O) algorithms. 

The incremental conductance algorithm is implemented by periodically checking 

the slope of the P-V curve of a PV panel. If the slope becomes zero or equal to a defined 

small value, the perturbation is stopped and the PV panel is forced to work at this 

operating point.  

The perturbation and observation (P&O) algorithm is based on making a 

perturbation in PV operation points of a PV panel in order to force the direction of 

tracking toward an MPP. In this method, based on the change of measured output power 

of PV in any time interval, a special amount is added to, or subtracted from the reference 

voltage or duty ratio of the converter. The advantages of these two closed loop methods 

are their simplicity in implementation and satisfactory accuracy without measuring solar 

irradiances and temperatures. 

In this section, the perturbation and observation method as closed loop MPP 

controller is used to control the output power of the PV system. A programmable DC 

source is used to behave like a solar system. A DC/DC boost converter is designed and  
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Figure 5.8 Designed PV boost converter 

 

Figure 5.9 Experimental open circuit test of the Boost converter 
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built to connect the PV source to the resistive load. The ezDSPF28335 is used to control 

the closed loop system. 

The system under study is shown in Figure 5.1. It includes a programmable DC 

power supply which is programmed to behave like a PV system. A DC/DC boost 

converter is designed to connect the PV source to the resistive load. The process of the 

design and open loop test of the boost converter is explained in previous section. . It is 

considered as a 3kw DC/DC converter which works at the switching frequency of 50kHz 

including input and output capacitors, a diode, a MOSFET as a switch and one high 

frequency inductor. Rated output voltage of the input and output sides are designed to be 

300V.  

 

5.3.1 Design of the Current and Voltage Sensors 

 

For closed loop tests we need to measure the output power of the PV system. For 

this reason the voltage and current sensor circuits are designed. The output power is 

calculated from the measured voltage and current. For the current sensor the LEM50P is 

selected since its rating is up to 50 A. To increase the accuracy in lower currents two 

turns of wires are wound around it. It then produces the same output voltage in the lower 

(half) current magnitude. The current sensor is already mounted in series with the power 

circuit board. 

An interface circuit is designed to supply an isolated power to the sensor as well 

as calibrate and filter the output. The designed PCB board of current sensor is presented 

in Figure 5.10. 
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Figure 5.10 Designed PCB board for current sensor 

 

Figure 5.11 Designed PCB board for voltage sensor 
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Figure 5.12 Designed PCB board for driver of the MOSFET 

For a voltage sensor, the LV20P is used. The designed circuit is shown in Figure 

5.11. It needs a ±12V to ±15V voltage supply. Based on the selected input and output 

resistance of the sensor, the output voltage range for importing to the control part (DSP) 

is zero to 3V for the actual input voltage of zero to 360V linearly. 

 

5.3.2 Design of the Driver Circuit 

 

One of the challenging parts for designing any converter is the driver circuit 

especially if we want to operate in high frequencies. In DC/DC converters to reduce the 

size of inductor, the switching frequency of the MOSFET is in a range of 10kHz to 

100kHz. So a fast Driver with the least time delay, rise time, and fall time should be 
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selected. After reviewing characteristics of many available drivers in the market, the 

MC33151 is chosen. 

For driving the MOSFET we need to increase the output voltage of the controller 

(DSP) from 3V to 15V and feed enough current to charge the capacitor between drain 

and source to force MOSFET to be on and off. 

The control pars also need to be isolated from the power circuit in order to avoid 

drawing a high current and burning the DSP. An isolator is needed between DSP and the 

Driver. The isolator itself has a delay time so for this case also we should choose a fast 

isolator which has a sharp and stable output in high frequencies. The IL710, which is a 

high-speed digital isolator that is built based on Giant Magneto-resistive technology, is 

chosen for this purpose. 

As shown in Figure 5.12, the driver circuit is designed based on the two selected 

ICs. The circuit is connected to the MOSFET and power circuit. It is tested under a load 

of 300V and switching frequency of 50 kHz. The result was acceptable. The other drivers 

which were also tested were the TLP250 and TLP350 which have opto-coupler isolator 

inside the IC. The MC33153 opto-coupler was also tested in addition to the TLP621. 

Even the UCC27134, one the fastest drivers from Texas instruments has been tried. 

Figure 5.13 to Figure 5.15 shows the output result of some tests. The light blue graph is 

the input signal, the red graph is the output and the dark blue graph is output voltage of 

the converter. It is worth mentioning that many of the drivers had satisfactory no load 

results but during the on load test which is our objective, the outputs fluctuate a lot or 

they have very long delay and rise time. 
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Figure 5.13 The output of TLP250 driver under the load 

 

Figure 5.14 The output of UCC27134 driver and  IL710 isolator under the load 
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After comparing all the results, the selected driver and isolator (MC33151 beside 

IL710) had the best results from the delay, rising time, falling time and fluctuation during 

turning on and off points of view. 

 

5.3.3 Design of the Power Supply 

 

All the designed boards including current and voltage sensors and the driver 

circuit need a 24V input source. For this reason another PCB board is designed. This 

board uses an AC 20VA, 115/48V transformer. The output of transformer is rectified, 

filtered and regulated to DC 24V as the output. Figure 5.16 shows the designed power 

supply circuit. 

 

5.3.4 Controller Design and Closed Loop Test 

 

The perturbation and observation (P&O) is selected for maximum power point 

tracking of the PV system. In this type of controller, choosing the perturbation step size 

which ensures a good matching between the tracking speed and the system dynamics is 

very important. Choosing a big step causes power and voltage oscillation around MPP in 

the steady-state while very small step size makes the controller dynamic slow. Therefore, 

the characteristic of a general DC/DC boost converter in terms of step change of duty 

ratio is studied. From the relationship between input and output voltage of the boost 

converter in two different duty ratio with change of D  
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Figure 5.15 The output of MC33151 driver and IL710 isolator under the load 

 

Figure 5.16 Designed PCB board for the power supply 
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Thus we can define the relationship between amount of change of duty ratio and change 

of output voltage in a special duty ratio if the input voltage is kept constant.   
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As it is shown in Figure 5.17, we can choose the desirable output voltage ripple of 

the boost converter due to step change of duty ratio and define the duty ratio set point 

(e.g., in maximum power point) and define the needed perturbation step size. Of course in 

the P&O method, the lower the desirable voltage ripple, the slower controller dynamic. 

For this purpose, 0.008 is selected for perturbation step size of the controller. The next 

step is to study the steady state behavior of the whole system when we connect a 

nonlinear PV system to a linear resistive load through a boost converter autonomously. 

Figure 5.18 and Figure 5.19 show the characteristics of the programmed DC 

source to behave like a PV panel. This characteristic is under rated irradiation level (i.e. 

S=1). The experimental setup is based on this nonlinear PV characteristic. If the PV 
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Figure 5.17 Output voltage ripple of the boost converter in terms of change of duty ratio 

in any predefine duty ratio set point 

 

system is connected to the main grid with constant voltage which can absorb any power 

from the PV, from the boost converter characteristic we will have 

 

)1()1(1 DVDVVV gridopvin   
(5.30)

 

For increasing the output power of the PV we should increase the PV voltage, due to a 

constant voltage at the output so the duty ratio should be reduced. 

In the case of connecting the PV source to an autonomous constant resistive load, 

the relationship between output voltage and current is linear and the relationship between 

voltage and power is quadratic. To have power balance and also operate always in MPP 

simultaneously, the output voltage can not be constant. From the power balance between  
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Figure 5.18 Programmed current versus voltage characteristic of experimental PV source 
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Figure 5.19 Programmed output power versus voltage characteristic of experimental PV 
source 
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Figure 5.20 Change of duty ratio versus output power of PV system connected to linear 
resistive load 

the nonlinear PV source and the resistive load of 100 , the relationship between the duty 

ratio of the boost converter and active power are illustrated in Figure 5.20. As shown in 

this figure, with reduction of the duty ratio, the power (input and output powers are 

almost the same) first starts to increase, it reaches to MPP and then reduces. Therefore 

the controller algorithm is designed based on Figure 5.21. In this diagram the power is 

calculated using measured voltage and current. It is compared with the previous interval 

calculated power. If the power is increasing the duty ratio is changing with the same trend 

(even increasing or reducing). If the power reduces, the change of duty ratio will be 

reversed. Therefore without the knowledge about the trend of the duty ratio, temperature  
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Figure 5.21 Schematic of the P&O algorithm for MPPT of the PV system 

Table 5.2 Coefficients of the low pass Hamming digital filter 

Coefficients 

0a  1a  2a  3a  4a  5a  6a  7a  8a  9a  

0.0161 0.0379 0.0931 0.1559 0.197 0.197 0.1559 0.0931 0.0379 0.0161 

 

or even irradiation level the maximum power point of the PV can be obtained. 

For measurement of the voltage and current, an RC low pass filter is first added to 

the output of the sensors. Using coaxial cables the signals are transferred to the analog to 

digital (A/D) converter pins of the DSP. Inside the program 12 bit digital values are 

converter to floating point numbers and the measurements are calibrated to get the exact 

value of the actual signals. An inside PWM with a frequency (sampling rate) of 100kHz 

for the interrupt of A/D conversion is used. A 9th order Hamming digital low pass filter 
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Figure 5.22 The experimental setup of the Boost converter for PV MPPT 

with cut off frequency of 300Hz using filter design of the MATLAB is designed and 

applied to the measurements to remove the input noise of the DSP. The coefficients of the 

finite impulse response (FIR) Hamming low pass filter are presented in Table 5.2. 

Figure 5.22 shows the experimental setup of the boost converter, sensors, and 

control part for maximum power point tracking of the PV system. This setup is connected 

to the nonlinear emulated PV source from one side and to the resistive load (constant at 

100 ). All of the algorithms for A/D conversion, digital filter, PWM generators and the 

main control algorithm are programmed and written directly in C language inside the 

DSP. Two main closed loop tests are shown in this report. As illustrated in Figure 5.23 
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Figure 5.23 Experimental dynamic behavior of the load voltage of PV system using P&O 
MPP algorithm 

 

Figure 5.24 Experimental steady state operation of the input power versus PV voltage in 
MPPT 
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Figure 5.25 The output of the driver at 50kHz and duty ratio of 0.24 

 

Figure 5.26 Experimental dynamic behavior of the load voltage of PV with step change 
of irradiation level 
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+

 

Figure 5.27 the bidirectional battery converter 

the source is turned on from a zero set point at 30s. In this figure the dynamic response of 

the controller for finding the maximum power point in a constant irradiation level (S=1) 

is shown. After almost 20s the algorithm reaches the maximum power point which is 

shown in Figure 5.24 . This is obtained from the online measurement of programmable 

power source. After this moment it reaches steady state and has some small oscillations 

in MPP. Figure 5.25 shows the output of the driver at a 50kHz switching frequency with 

duty ratio of 0.24 which is the result of the PWM converter of the DSP controller 

program obtaining maximum power point. 

In second test the irradiation level is changed suddenly from unity to 0.8 at 12s. 

As illustrated in Figure 5.26, the output voltage reaches the new steady state maximum 

power set point in less than 4s. These two test show even with a sudden change of the 

irradiation level of the sun, the perturbation and observation algorithm can find the 

maximum power point of the PV in a few seconds. 

 

5.4 Closed Loop Test of Battery System Converter 

 

For charging and discharging of the battery, the same process as PV system is 

followed to design the bidirectional buck and boost converter. As shown in Figure 5.27  
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Figure 5.28 Experimental closed loop response of the bidirectional converter,  
Ch1: Vin, Ch3:Vdc 

the syetem is connected to a local DC load to verify the controller response of this 

system. This DC-DC converter from one side when feeding the load behaves as boost 

converter and in charging mode (if there exist another source on the other side) reduce 

the voltage level close to the rated voltage of the battery side like a buck converter. 

Therefore the current can follow in both directions. The objective of this converter is to 

control the DC link voltage. As illustrated in Figure 5.28, the reference of DC link 

voltage is changed from 50V to 80V in a constant input voltage. Even during drastical 

change of the reference voltage, the output tracks the reference with the lowest 

fluctuation and reaches to steady state precisely. 

 

5.5 Design and Open Loop Test of Three Phase Inverter 

 

Due to the fast response and controllability of power electronic devices, their use  
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Figure 5.29 Three phase inverter simulated in MATLAB connected to the load 

in electric power systems is growing fast. Most of the systems in the power system 

network are working as three phase systems resulting three phase converters being the 

most popular power electronic devices which are used in different topologies for a wide 

variety of applications. Inverters can control the output voltage magnitude and frequency. 

In this report the experimental setup for generating switching pulses using the sinusoidal 

pulse width modulation (SPWM) in the three phase inverter is shown. The DSP F28335 

is used for generating the pulses. The zero sequence is added to the modulation signal to 

increase the linear modulation region. An interface circuit with isolators is designed to 

connect the DSP to the gate drivers of the three phase inverter for experimental testing of 

the system. 

 

5.5.1 Study System 

 

Figure 5.29 shows the study system which includes a three phase inverter 

connected to a linear RL load through a capacitor filter and transmission line. This 
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system is modeled with MATLAB software. The switching pulses are applied from 

imported DSP hardware. The model equations of the system are as follows: 

The output voltage equations of inverter 
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where fR  and fL  are the resistance and inductance of the transmission line. 

The load voltage equations 
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where oR  and oL  are the resistance and inductance of the linear RL load. 

Capacitor voltage equations 
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The fC  is the capacitor capacitance.  

The input current equation of the system is 

 

cfcpbfbpafapdc iSiSiSi   
(5.34)
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Figure 5.30 Experimental switching signals of produced by DSP in typical SPWM 
converter 

If we apply the modulation index as more than unity we will go into the 

discontinuous region. As shown in Figure 5.30, with the modulation index 1.1M  the 

switching signals are discontinuous in the typical SPWM converter. 

To increase the SPMW modulation linear region we can add the zero sequence to 

the sinusoidal modulation waveform [117].  
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where   ***
min ,,min cpbpap mmmm  ,  ***

max ,,max cpbpap mmmm   

The produced modulation waveform inside DSP is illustrated in Figure 5.31. The 

produced switching signals of the modulation index   are imported into MATLAB 

software to be applied to the simulated system after adding the zero sequence waveform. 

The produced output voltages of the simulated system are presented in Figure 5.32 with 

no discontinuity in the waveform. The phase voltages of the capacitors are shown in 

Figure 5.33 as three sinusoidal waveforms with 120 degree phase shifts. 

The 6MBP50RA060 inverter module with the nominal 600V, 50A input voltage 

and current ratings, consisting of six IGBTs and drivers is selected to convert the input 
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Figure 5.31 Modulation waveform after adding zero sequence to the typical SPWM in 
DSP 
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Figure 5.32 Phase voltage of the inverter using imported DSP SPWM switching signals 
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Figure 5.33 Phase voltage of the simulated capacitor using imported DSP SPWM 
switching signals 

 

Figure 5.34 Designed interface circuit to connect the DSP to the inverter drivers 
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Figure 5.35 Experimental set up of the three phase inverter and interface driver circuit 

 

DC voltage to the AC voltage. As shown in Figure 5.34, an interface circuit is designed 

to supply the drivers and isolate the DSP circuit from the drivers. This circuit has 3 

isolated grounds for three top switches and one isolated ground for the lower switches. 

 

5.5.2 The Experimental Setup 

 

Figure 5.35 shows the experimental setup for three phase AC/DC inverter. A 

constant DC source is connected to the input and three resistors (  42R ) are star 

connected to the output. The three phase SPWM switching signals are produced inside 

the DSP to drive the IGBTs. The output voltage of phase A is shown in Figure 5.36. The 

input DC voltage of 200V and the modulation index of 8.0M  are applied. The average 

of the output voltage is a sinusoidal waveform with the considered 60Hz frequency. It  
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Figure 5.36 Experimental inverter output phase voltage of a resistive load with input DC 
voltage of 200V and modulation index M=0.8 

 

Figure 5.37 Experimental inverter output phase voltage and phase current of a RL load 
with input DC voltage of 200V and modulation index M=0.8 
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Figure 5.38 PLL system diagram in the experiment 

should be noted that both frequency and the magnitude of output voltage can be 

controlled using the modulation index waveform.  

For the second test under the load, an inductive load ( mHL 10 ) is added to the 

resistive load. As shown in Figure 5.37, channel 4 presents the phase voltage of the load 

and channel 3 presents the current waveform of the total RL load (the magnitude of the 

current is 42 times of the real value). 

 

5.6 Phase Lock Loop 

 

Due to high application of power electronic devices, especially three phase 

DC/AC inverters we want to connect them to the power system grid. For this purpose, 

like typical synchronous generators we need to synchronize the inverter with the grid 

voltage. This means we should produce the same frequency and voltage magnitude as the 

grid voltage. To define the frequency and the voltage phase angle of the grid a phase lock 

loop (PLL) is usually used. In addition the measured angle of the grid or load voltage can 

be used as the reference frequency for abc to qd-axis transformation of all three phase 
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parameters. As it is shown in Figure 5.38 the three phase PLL uses measured local load 

voltage and converts it to qd-axis frame then compares d-axis voltage with zero as a 

reference. The error passes through a controller and then through a low pass filter to 

remove noise. The idea of the PLL is to align the voltage to the q-axis and make the d-

axis voltage zero; therefore 
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In stationary reference frame ( 0 )  
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Therefore instead of measuring phase voltages we can measure just two line to 

line voltages. If transformation angle 


 , for transforming from stationary reference 

frame to synchronous reference frame 
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If 0dV    0sin     0    ve  
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The inverse qd transformation is 
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To define the abc reference frame voltages from the stationary reference frame values 

 




























2

3

2

1
2

3

2

1

01

1s
sK     





















s
d

s
qc

s
d

s
qb

s
qa

VVV

VVV

VV

2

3

2

1

2

3

2

1
 (5.53)

 

The d-axis voltage equation is 
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If )( sii    is very small we can assume 
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Therefore one can define the closed loop transfer function and compare its denominator 

with that of the second order standard Butterworth filter transfer function 
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where   is the damping factor and is usually chosen as critical damping factor which is 

707.0  and 1n  is the natural frequency and it is chosen as )/(377 srad .  

To examine the performance of the designed PLL, a three phase sinusoidal 

voltage waveform is produced inside the DSP using the sine look up table. The output of 

the PLL is stored inside the DSP and plotted in MATLAB. Figure 5.39 illustrates the 

measured frequency and angle of the sample waveform from DSP. In Figure 5.40, the 

original and the reproduced waveform from the measured frequency and angle of the 

PLL are compared. This figure shows that the PLL precisely tracks the reference.  

Figure 5.41 shows the transformed qd-axis of the voltage. Since the original 

signal is purely sinusoidal, the q-axis voltage is exactly one per unit and d-axis voltage is 

zero constantly. 

 

5.7 Connection of Three Phase Inverter to the Grid 

 

The main objective of the inverter in grid connected mode is to control the output 

active and reactive power. The voltage magnitude and frequency is adopted from the  
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Figure 5.39 Experimental PLL measured frequency and angle of the sample voltage 
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Figure 5.40 Original and reproduced voltage from the PLL angle and frequency 
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Figure 5.41 Transformed qd-axis of the sample voltage using PLL angle 

grid. In this report the troubleshooting for abc-axis to qd-axis synchronous reference 

frame for the inverter current is investigated. Using the AC designed voltage sensors and 

digital signal processor analog to digital converter port, the actual voltage signals have 

been transferred into the DSP. The PLL measures and tracks the actual voltage frequency 

and angle. This angle is used as a reference for qd-axis conversion of all parameters. 

Furthermore the AC current sensors have been designed for this control purpose.  

 

5.7.1 Study System 

 

Figure 5.42 shows the study system which includes a three phase inverter 

connected to a linear RC load. This system is studied as experimental setup for testing the 

operation of the programmed software PLL inside DSP F28335. The switching pulses are  
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Figure 5.42 Three phase inverter connected to the grid and resistive load. 

 

Table 5.3 The study system parameters 

dcV  100 V 1sC  F30  

1sR  15.0  1sL  mH10  

LR  42  gV  V
3

2
20  

 

applied from DSP hardware. Table 5.3 shows the parameters of the system. The model 

equations of the system are as follows: The output voltage equations of inverter 
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where 1sR , 1sL  and abcmV 1 are resistance, inductance of the filter and phase voltage of the 

capacitor. 
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Capacitor voltage equations 
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The grid equations are 
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The input current equation of the system is 

 

cscpbsbpasapdc ISISISI 111   
(5.64)

 

In Figure 5.43 the single line diagram of the three phase inverter during the 

connection to the grid is shown. An AC voltage sensor is designed to measure and send 

the sensed line to line voltages ( 1mV ) to the digital signal processor (DSP) unit.  

Figure 5.44 illustrates the structure of PCB board for the designed AC voltage 

sensor. Because the analog to digital converter of the DSP just accepts the positive 

voltages, the output of the voltage sensor which is between -1.5V to 1.5V should be 

increased to be between 0 to 3V. For this purpose a precise 1.5V DC offset is produced 

using a programmable shunt regulator (LM431). An opamp added this offset to the output 

of the voltage sensor. Therefore the input AC voltage magnitude of 0 to 250V is 

converted to 0 to 1.5V in the output of the voltage sensor. 
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Figure 5.43 Single line diagram of the study system in connection to the grid. 

 

Figure 5.44 Designed PCB board for AC voltage sensor. 

The measured frequency of the grid using a PLL is shown in Figure 5.45. In 

addition the transformed voltage of the grid to qd-axis format using the measures PLL 

angle and frequency is illustrated in Figure 5.46. 

After defining the frequency and phase angle of the grid voltage, a DC voltage is applied 

to the input of the three phase inverter and the output voltage of the inverter is produced 

based on that angle and frequency. The RLC filter attenuates the high switching 

frequency ripples of the voltage and getting a sinusoidal waveform in the output of  
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Figure 5.45 The measure angular frequency 
of the grid using PLL 

Figure 5.46 The measured line to line grid 
voltage transformed to qd-axis 

 

inverter at the point of common coupling (PCC). To make two voltages of 1mV  and 2mV  

on the two sides of the connection switch as close as possible in both magnitude and 

phase angle, the effect of filter is also included in calculation of inverter modulation 

indices. In qd-axis format 
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We need to measure the current of the RL filter. A three phase AC current sensor 

is designed. Figure 5.47 shows the schematic of an AC current sensor with a 1.5V DC 

offset to produce positive output all of the time in the range of zero to 25 A input AC 

current. The designed PCB board of the three phase current sensor is shown in Figure 

5.48.  

In Figure 5.49 the voltage on both sides of the switch ( 1S ) are presented. As 

presented in Figure 5.49 using measured currents and voltages and (5.65). There is still a  
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Figure 5.47 Schematic diagram of AC current sensor 

slight difference between the voltage magnitude and phase angle in both sides of the 

connection switch at PCC. Besides the inaccurate values of the system parameters and 

tolerance in measurements two main issues are investigated. The first one is the delay due 

to sensors and especially the digital filter inside the DSP which affects the phase angle. 

The second one is the effect of dead-time applied to IGBT switches which is discussed as 

follows. 

To avoid the short circuit in one leg and switch at zero voltage to reduce 

switching losses, the dead-time should be applied to power electronic switches. In Figure 

5.50 the output voltage in a constant switching frequency and different modulation index 

and DC-link voltage is illustrated. The only difference of Figure 5.50(a) and (c) is the 

applied dead time. It can be seen that in the second case with dead time the output voltage 

is less. In Figure 5.50(b) and (d) half of the previous modulation index is applied to get 

the same voltage and (theoretically) the DC-link voltage is doubled. As it happens in the 

simulation, Figure 5.50(a) and (b) have the same output but Figure 5.50(d) with even 

with the same dead-time has less output from Figure 5.50(d). As a result, applying dead-

time, not only reduces the output voltage magnitude but also result in higher DC-link 
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Figure 5.48 PCB board of three AC current sensors. 

 

 

Figure 5.49 Experimental measured voltages on two sides of the switch before 
connection. ( Ch1: Vm1    Ch4:Vm2   Ch3:Is1c) 
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Figure 5.50 Effect of dead-time in a fixed frequency and different Vdc and Ma 

voltage or higher frequencies. In this section, to reduce this effect, the dead-time is 

decreased from 4μs to the minimum recommended value for the selected IGBT to 2μs 

from each side as shown in Figure 5.51. It should be noted that the output of driver circuit 

is complement of the shown signals. 

Figure 5.52 shows the result of the aforementioned two corrections even in higher 

DC-link voltage. So the two voltages are synchronized precisely.  

 

5.7.2 Power Control of Inverter in Grid Connected Mode 

 

After synchronization and connection of the inverter to the grid the output active 

and reactive power of the inverter can be controlled. The power equations of the inverter 

at PCC are as follows: 
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Figure 5.51 Reduced dead-time in the output of DSP PWM signals to 2μs 

 

Figure 5.52 Experimental measured open loop voltages after applying correction. 
 ( Ch1: Vm1    Ch4:Vm2   Ch3:Is1c) 
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In grid connected mode the qd-axis of the voltage is known and adopted from the 

grid therefore we can define the current references from the output power references and 

measured qd-axis voltages. 
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To design the current controller, from the dynamic equation of the system 
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Applying the PI controller, the current controllers transfer functions are 
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where 
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Figure 5.53 Inverter current control structure 
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So we can calculate the coefficients of PI current controller as 
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where for fast response the time constant is chosen to be five times of switching 

frequency time intervals 
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The modulation indices which are the outputs of the controllers are given as 














)(
2

)(
2

11111
1

1

11111
1

1

qsssdmds
dc

d

dsssqmqs
dc

q

ILV
V

M

ILV
V

M




 

(5.74)



185 

 

The closed loop current and power control of the system is illustrated in Figure 

5.53. After applying the controller inside DSP, Figure 5.54 shows the line to line voltage 

at PCC after connection and the phase current when the active power is set to 50W and 

reactive power is set to 5 Var.  

In Figure 5.55, the values of active and reactive power references are changed to 

100W and 10Var respectively. As it is shown, when the power output reference has been 

doubled the value of current magnitude drawn from the inverter is two times of the 

previous case. To show the dynamic response of the controller, 600 samples at the 

moment of power change is stored inside DSP. In Figure 5.56, the controller follows the 

reference active and reactive power in a very short transient. Due to the small amount of 

reactive power the transients are more significant. 

Since the inverter and the whole setup is designed for higher voltage and power, 

the experiment is repeated in higher DC-link and grid voltages. The presented active and 

reactive powers in Figure 5.57 at higher voltage have more fluctuations. The amount of 

fluctuations in higher power isn’t acceptable and makes the controller to fail tracking the 

references.  

For solving the problem, the output of current sensors, inside the DSP after 

passing a low pass digital filter are studied. Therefore, in the first attempt the current 

sensors of the three phase have been calibrated. Even after calibration, the same problem 

occurred. Thus in the next step, the saved data was synthesized and transformed inside 

MATLAB software to be sure about the qd-axis transformation. Getting the same result 

as the experiment encouraged the study of the output line to line voltage data of the 

inverter from the oscilloscope inside MATLAB. 
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Figure 5.54 The experimental grid voltage (Ch1) and inverter output phase current (Ch3), 
VarQWP refref 5,50   

 

Figure 5.55 The experimental grid voltage (Ch1) and inverter output phase current (Ch3), 
VarQWP refref 10,100   
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Figure 5.56 Experimental active and reactive power of the inverter in closed loop control. 
(Vdc=100 V and Vm1-rms=36 V) 

0 100 200 300 400 500
0

50

100

150

P
s1

 (
W

)

Samples (each 10us)

Vdc=200V, Vm=90V

 

 

Ps1-ref

Ps1

0 100 200 300 400 500
-20

0

20

40

 Q
s1

 (
V

ar
)

Samples (each 10us)

Vdc=200V, Vm=90V

 

 
Qs1-ref

Qs1

 

Figure 5.57 Experimental active and reactive power of the inverter at higher voltage. 
(Vdc=200 V and Vm1-rms=90 V) 
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Figure 5.58 shows that this waveform has a fifth harmonic. To reduce the 

harmonic, the switching frequency of the inverter from asynchronous 5kHz is changed to 

synchronous 4860Hz (81*60) which is a  multiply of three times the modulation signal 

(grid) frequency (60Hz). The result is presented in Figure 5.59 which shows fewer 

harmonics inside the voltage. Actually, harmonics in the second graph are spread around 

the switching frequency which can be removed with small low pass filters. The DC 

harmonics in the both last graphs are due to DC offset in the differential probes of 

oscilloscope. 

 

5.8 Comparison of PLL and EPLL 

 

In most power system applications the current and voltage magnitudes and angle 

should be measured and controlled. Those parameters are needed even to control the 

active and reactive power or the torque in the electrical machine.  

Phase lock loop (PLL) has been used widely to define the frequency and the angle 

of the voltage either in single phase or three phase systems. This angle is used as a 

reference to convert the three phase parameters from abc reference frame to qd-axis 

synchronous reference frame. In qd-axis synchronous reference frame the parameters are 

DC quantities so the linear controllers can be applied to them. 

One of the challenges for converting the parameters to qd-axis reference frame is 

the noise. Therefore, the output measured signals can not be constant as we expect in the 

experiment.  
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Figure 5.58 Harmonic spectrum of line to line inverter voltage at fsw=5KHz, fundamental 
frequency is 20 times reduced scale. 

 

Figure 5.59 Harmonic spectrum of line to line inverter voltage at fsw=4860 Hz, 
fundamental frequency is 20 times reduced scale. 
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In this section, two different solutions have been proposed. First, a digital low 

pass filter is added inside DSP program to remove the higher frequency noise. Then the 

typical phase lock loop (PLL) is applied. In the second solution, the enhanced phase lock 

loop (PLL) is applied to the actual signals of the experimental setup. 

The structure and design process of the typical PLL inside the DSP are explained 

in section 5.6. Another type of PLL, adapted from signal processing concepts, which also 

operates as a band pass filter is called enhanced phase lock loop (EPLL).  

Based on [118] the enhanced PLL is designed for single phase systems but using 

four of them we can define the frequency, ω, angle, θ, and amplitude of any three phase 

parameter, even in unbalanced condition. The advantage of EPLL is that, it follows the 

positive sequence of the input signal and in addition, it behaves like a band pass filter 

(BPF). 

The controllers are trying to produce zero error 
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(5.75)

where the input and the output of the EPLL are 
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From gradient decent method if the following is defined [118] 
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The following criteria should me met to minimize the error 
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To design the controller parameters of EPLL from the dynamic equations of the 

amplitude controller 
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If we consider the angle control has already reached the reference 
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Therefore the linear approximation of the amplitude controller yields to 
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To design the phase and frequency controllers, if we consider the amplitude 

control has already reached the reference, from their dynamic equations 
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Due to the closed loop control, the estimated and actual angles are very close thus  

)()sin( oo   , in addition from the linear approximation of the above equation 
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The characteristic equation is 
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Therefore two of the parameters of the EPLL can be defined as 
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In a general case for a three phase system when the three phases are unbalanced 
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The designed parameters for the unbalanced three phase system 
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From (5.91) and (5.92), for the unbalanced three phase system first of all the 

frequency and angle controller parameters are coupled and seconly related to the 

magnitude of each phase. So in an unbalanced system different controllers should be 

applied. To solve this problem if the structure of the controller is changed and the 

dynamic equations of the EPLL are rewrittien as follows: 
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From (5.93) the redesigned structure of the EPLL for a single phase system is shown in 

Figure 5.60. It has three parameter controllers. The control of amplitude is almost 

independent of the phase angle and frequency control. To design the controller 

parameters of EPLL from the dynamic equations of the amplitude controller 
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Therefore the linear approximation of the amplitude controller yields to 
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To design the phase and frequency controllers, if we consider the amplitude 

control has already reached the reference, from their dynamic equations 
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Figure 5.60 EPLL system diagram 
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Due to the closed loop control, the estimated and actual angles are very close thus  

)()sin( oo   , in addition from the linear approximation of the above equation 

 































































 

o
op

p














 0

2

2

2
1

2
0

3

2

3

2

 (5.99)

 

The characteristic equation is 
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Therefore two of the parameters of the EPLL can be defined as 
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Threfore the controller parameters in the new structure are independent of the input 

signal magnitude and the same designed parameters can be applied to the unbalanced 

system. 

If look at the whole system and define two new variables as 
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These equations are nonlinear so if we consider 31   , it will be  
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Thus the transfer function is a second order band pass filter equation as follows: 
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The EPLL is originally designed for a single phase system. The algorithm to 

define the angle, frequency and the amplitude of the three phase signal is illustrated in 

Figure 5.61. It includes four single phase EPLLs and a compensator unit. The first three  
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Figure 5.61 EPLL structure for three phase system 

EPLLs, act like band pass filters when they follow the input signals ( cba fff ,, ). 

Therefore they remove the noises. The compensator extracts the positive sequence 

( 
cba fff ,, ) of the three phase filtered signals. Another advantage of EPLL is that it 

produces automatically both the filtered signal ( y ) and its 90 degree phase shifted one 

( 90y ) which makes producing positive sequence easier. 
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Or 
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To look at the whole system of the EPLL, the magnitude, angle and frequency 

dynamic equations are 
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From the output euation of the EPLL 
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Since 
A

UY )( 
 and   are small and o  is the integer multiple of 2 ,  )sin(  
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Again when 
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UY )( 
 is small, taking the linear part 
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For the second input with 90 degree shift in the angle 
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Therefore in matrix form 
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In addition from the dynamic equations aof the angle and frequency in (5.109) and 

(5.110) 

 



201 




























































































































































)cos(

)cos(

)cos(

)cos(

)cos(

)cos(

)cos(00

)cos(00

0)cos(0

0)cos(0

00)cos(

00)cos(

2

3

2

3

2

3

2

3

2

3

2

3

cyc
c

c

cyc
c

c
occ

byb
b

a

byb
b

b
obb

aya
a

a

aya
a

a
oaa

c

b

a

c
c

c

c
c

c

b
b

b

b
b

b

a
a

a

a
a

a

c

c

b

b

a

a

Y
A

Y
A

Y
A

Y
A

Y
A

Y
A

Y

Y

Y

A

A

A

A

A

A

p
































(5.119)

 

If we consider 
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Substitude (5.118) and (5.120) into (5.121), the transfer function of the angle and 

frequency dynamic equations, from the output to input of the total EPLL for the three 

phase system is 
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Figure 5.62 Experimental output voltage of digital filter 

Using the same input signal, the output of typical PLL and EPLL are compared. In Figure 

5.62 to Figure 5.65 the output of the EPLL as a band pass filter and a low pass digital 

filter are compared. The output of the EPLL has lower fluctuations in comparison with 

digital low pass filter. The output of the digital filter is applied to the typical PLL and the 

original signals are applied to the four EPLLs to define the frequency and angle of the 

three voltages and currents. Figure 5.66 and Figure 5.67 illustrate the converted qd-axis 

grid voltages and open loop currents of three phase inverter. In both cases the outputs of 

EPLL are more accurate with lowest fluctuations qd-axis parameters. In Figure 5.68, the 

measured grid frequency using PLL and EPLL are shown. The output of the EPLL 

defines the grid frequency more precisely. The harmonic spectrum of phase current from 

the output of digital filter for the PLL and also output of the EPLL are illustrated in 

Figure 5.69 and Figure 5.70 respectively. 



204 

0 0.01 0.02 0.03 0.04 0.05
-150

-100

-50

0

50

100

150

Time(s)

V
LL

 (
V

)

EPLL

 

 
Vmab1

Vmabf

 

Figure 5.63 Experimental output voltage of EPLL 
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Figure 5.64 Experimental output current of digital filter 
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Figure 5.65 Experimental output current of EPLL 

0 0.01 0.02 0.03 0.04 0.05
72

74

76

78

Time(s)

V
m

q 
(V

)

 

 
PLL

EPLL

0 0.01 0.02 0.03 0.04 0.05
-4

-2

0

2

4

Time(s)

V
m

d 
(V

)

 

 
PLL

EPLL

 
Figure 5.66 Experimental qd-axis voltage output of PLL and EPLL 
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Figure 5.67 Experimental qd-axis voltage output of PLL and EPLL 
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Figure 5.68 Experimental voltage frequency output of PLL and EPLL 
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Figure 5.69 Harmonic spectrum of phase current of the digital filter for PLL, fundamental 

frequency is 20 times reduced scale. 

 

Figure 5.70 Harmonic spectrum of output phase current of EPLL, fundamental frequency 
is 20 times reduced scale. 
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Figure 5.71 Hardware experimental setup 

 

Figure 5.72 Relay driver PCB board 
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5.9 Connection of the PV, Battery and Three Phase Inverter 

 

Most part of the experimental setup is shown in Figure 5.71. The configuration is 

like Figure 3.1 with three different converters, LC filter and local loads. An automatic 

relay connects the system to the main grid. As shown in Figure 5.72, an interface circuit 

is designed to close the relay from DSP in a specific programmed moment. Before 

connection of the system to the main grid, the synchronization process is investigated. As 

shown in Figure 5.73, the channel one of the oscilloscope shows the reference line to line 

grid voltage and the channel three presents the output voltage of the inverter after the LC 

filter at the point of common coupling (PCC). The reference of the qd-axis of inverter is 

changed from 0.85pu to 1 pu. The objective is to verify to different responses, at first the 

speed response of the voltage controller for tracking the reference, secondly the operation 

of the EPLL in tacking the angle and frequency of the main grid voltage. As shown in the 

zoomed graph, the inverter voltage tracks the references in less than one cycle and due to 

the precise operation of the EPLL, it matches the grid voltage and is ready to be 

connected. The system under local load is operated autonomously. The system dynamic 

behavior is investigated in different situations from autonomous operation to grid 

connected mode operation. At three different instants, the operation condition is changed. 

As shown in Figure 5.74 and Figure 5.75 at the system is working in autonomous mode 

before 0.1s. The Figure 5.74 shows the output active and reactive power of the inverter. 

In this mode, the just the inverter is feeding the local load and the power of the grid is 

zero in Figure 5.75. From 0.1s to 0.22s is the synchronization process and the system is 



210 

 

Figure 5.73 Experimental closed loop inverter voltage and current controller response 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0

50

100

150

P
s1

(W
)

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
-40

-20

0

20

Q
s1

(V
ar

)

time(s)

(1) (2) (3) (4)

(1) (2) (3) (4)

 

Figure 5.74 Experimental active and reactive power of the inverter in both autonomous 
and grid connected modes. 
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connected to the main grid. Still the active and reactive powers of the grid are almost 

zero. Due to the change of the voltage exactly synchronized to the grid with zero d-axis 

voltage in Figure 5.77 there is a slight change in the output reactive power of the inverter. 

At the instant of the 0.22s the droop controller is transferring the maximum power of the 

PV source to the local load and the main grid which is 50W. To transfer the maximum 

power of the PV and also to operate in unity power factor and keep the output reactive 

power of the inverter zero the voltage angle and frequency from the active power droop 

control and the voltage magnitude from the reactive power droop control are varied. 

Therefore there is slight change in the power of the voltage dependent local load in 

Figure 5.76. The excessive power of the inverter flows into the main grid in Figure 5.75. 

In addition at 0.33s the irradiation level of the sun is changed and maximum power of the 

PV source also varies to 100W. The reactive power is kept constant. Due to almost 

constant load, the active power flows into the grid is increase corresponding to the PV 

source output. 

The output current of the inverter are tracking the references in Figure 5.78. The line to 

line voltage and phase current of the inverter are shown in Figure 5.79. In the moment of 

the change of PV irradiation level and its maximum power, change of the output current 

is obvious. Moreover the change of the output power causes a slight fluctuation in the 

DC-link voltage. The controller part of the bidirectional converter returns the DC link 

voltage to its reference (100V) very fast in Figure 5.80. 

To show the charging mode of the battery in autonomous mode, the AC load is 

reduced suddenly at 2s. As it is shown in Figure 5.81 since the irradiation level of the sun 
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Figure 5.75 Experimental active and reactive power of the grid in both autonomous and 
grid connected modes. 
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Figure 5.76 Experimental active and reactive power of the grid in both autonomous and 
grid connected modes. 
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Figure 5.77 Experimental qd-axis load voltages in both autonomous and grid connected 

modes. 
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Figure 5.78 Experimental qd-axis inverter currents in both autonomous and grid 
connected modes. 
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Figure 5.79 Experimental voltage and current of the inverter with changing of the PV 

source in grid connected mode, Ch1: Vmab,  Ch3:Is1a 

 

Figure 5.80 Experimental DC-link voltage after connection to the grid and change of 
reference power 
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is constant, the PV output voltage and current remain the same. Figure 5.82 illustrates the 

DC-link voltage and the output current of the battery. When the load is reduced in the 

constant PV source output, to fulfill the power balance, the excessive current flows into 

the battery therefore, the mode of the battery in the bidirectional DC-DC converter 

changes from discharging to charging mode. In addition, the battery converter controller 

keeps the DC-link voltage constant. 

 

5.10 Conclusions 

 

In this chapter the experimental setups are designed and tested to verify the proposed 

system structure and controller design. Due to the complexity of the system, the whole 

system is separated into different sections. The design process for each section is 

explained in detail and tested autonomously. Then the combined system results are 

analyzed. In the first section a 3kW, 50kHz boost converter is designed. Based on the 

designed parameters, the appropriate equipment pieces are chosen from the market. The 

high frequency inductor is designed and built using ferrite core and Litz wire to reduce 

the eddy current effect in high frequencies. The power circuit of the boost converter is 

designed in PCB and has been built and soldered. The open loop test in different duty 

ratios is applied and sampled with a duty ratio of 0.6 and 68 V as input voltage is shown. 

The output voltage after capacitor filter is DC with the lowest fluctuation and the 

expected voltage magnitude 

The closed loop control of the PV source using a DC/DC boost converter is 

applied. A programmable DC source power supply with nonlinear characteristics is 
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Figure 5.81 Experimental output voltage and current of the PV source 
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Figure 5.82 Experimental output voltage and current of the battery source 



217 

connected to an autonomous resistive load though the boost converter. The driver circuit, 

DC voltage sensor and DC current sensor boards are designed. The observation and 

perturbation method is used to get maximum possible power from the source. For the 

control part, the ezDSPF28335 is used and the entire program is written using C language 

inside the DSP. Two closed loop tests are applied to show the dynamic and steady state 

behavior of the system. The results show that the control algorithm can find the 

maximum power point in a few seconds which seems to be a satisfactory response for a 

PV source which usually doesn’t change very fast. 

In the next step, the three phase inverter and its interface isolator board is 

designed. Three phase sinusoidal pulse with modulation (SPWM) signals are produced 

inside the DSPF28335. The zero sequence is added to the typical SPWM signals. A look 

up table for sinusoidal waveform with 512 samples is used to be compared with an 

isosceles triangle carrier waveform of 5KHz. The continuous switching signals and 

output inverter voltage under a fixed 60Hz modulation index is produced even with a 

modulation index bigger than unity. An interface circuit is designed to connect the DSP 

to the three phase inverter module and gate drivers. The output open loop results under 

the resistive and under RL load with the 200V input DC link voltage are presented. The 

output voltage and current waveforms prove the performance of the written programs in 

the DSP for added zero sequence SPWM three phase inverter to increase the linear 

modulation region. 

The phase lock loop (PLL) software for a three phase system is programmed DSP. 

After tuning the voltage sensor, the PLL program is tested experimentally using the 

operation of a three phase inverter based on the measured frequency and phase angle of 



218 

the grid voltage. The results show that the output voltage of the inverter follows the 

frequency and angle of the grid precisely. 

For synchronization process, the effects of dead time and filter delay are 

considered. After the synchronization process the inverter with constant input DC source 

is connected to the grid. Using the measured signals, a closed loop PI controller is 

designed inside DSP to control reference active and reactive power and also current 

references.  

At higher voltages, the current has a fifth harmonic causing disturbance in the 

power. The harmonic spectrum of the inverter output voltage and currents are shown. 

Attenuation of the harmonic voltage was attempted with synchronous PWM modulation. 

The switching frequency is chosen to be an integer multiple of 3fs, where fs is the grid 

frequency. The experimental results show how the actual powers are tracking the 

references after successful synchronization and connection of the DG unit to the main 

grid. 

Along with the PLL, the enhanced phase lock loop (EPLL) also is designed and 

the experimental results of both systems are compared. EPLL is used to define the 

reference frequency and angle of the load voltage. It also operates as a band pass filter for 

the other parameters like the inverter and grid currents. The outputs of EPLL have lower 

noise and therefore EPLL tracks the magnitudes, angles and frequencies of the actual 

input signals more precisely. 
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CHAPTER 6 

6.DYNAMIC OPERATION AND CONTROL OF GRID 

COONECTED INTERIOR PERMANENT MAGNET WIND 

TURBINE GENERATOR  

 

6.1 Introduction 

 

Recently, the development amount of the renewable energies such as photo 

voltaic (PV), geothermal, and wind energy has been increased significantly. Remarkable 

developments have been made with wind turbines during the last decade as a pollution 

free and renewable source to supplement other electricity generations.  

Most of the wind turbines are variable speed to get more power from the same 

wind regime in comparison with fixed speed wind turbines. They also mostly use either 

doubly fed induction generator or synchronous generator. 

Permanent magnet (PM) machines are one of the most popular kinds of 

synchronous machines in wind turbine applications because without the need for 

excitation, they offer several interesting features including maintenance-free operation, 

high efficiency and reliability, high power factor, and low inertia [119]. Permanent 

magnet synchronous machines with approximately sinusoidal back electromotive force 

can be broadly categorized into two types; 1) interior (or buried) permanent magnet 

machines (IPM) and 2) surface-mounted permanent magnet machines (SPM). 

In the interior permanent magnet structure, the equivalent air gap is not uniform 

and it makes the saliency effect obvious. The quadrature-axis synchronous inductance of 
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IPM is usually larger than its direct-axis inductance [120], i.e., sdsq LL  , which 

significantly changes the torque production mechanism. Therefore, both magnetic and 

reluctance torque can be produced by the IPM machine [121]. In the second category, the 

magnets are mounted on the surface of the rotor. Because the magnets have high 

reluctance, the SPM machine can be considered to have a large and uniform effective air 

gap. This property makes the saliency effect negligible. Thus the quadrature-axis 

synchronous inductance of the SPM machine is equal to its direct-axis inductance, i.e., 

sdsq LL   [122]. As a result, only magnet torque can be produced by the SPM machine, 

which arises from the interaction of the magnet flux and the quadrature-axis current 

component of stator currents ( sqI ). Compared to the SPM machine, the IPM machine has 

a mechanically robust and solid structure since the magnets are physically contained and 

protected. It also contains both reluctance and magnetic torque which causes higher 

efficiency and operation in a wider speed range. 

In this chapter the dynamic model of interior permanent magnet machine as a 

wind turbine generator is studied. An AC-DC-AC converter connects the wind turbine to 

the main grid [123]. Control parts are designed to get maximum power from the wind, 

keep DC link voltage constant, and guarantee unity power factor operation. Loss 

minimization of the generator is also included. The proportional-integral (PI) controllers 

are used for the voltage, speed and inner current control loops. The system is simulated in 

MATLAB/Simulink software and the results presented including the most important state 

variables and parameters. 
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Figure 6.1 Schematic diagram of IPM wind turbine connected to the main grid 

 

6.2 Study System 

 

Figure 6.1 shows the configuration of the studied system including a wind turbine, 

interface converters, and the network. The wind turbine simply consists of blades, 

generator and power electronic converters. As shown in Figure 6.1, the wind turbine is 

connected to the main grid. A three blade horizontal wind turbine is considered. In the 

studied system an IPM machine converts mechanical power of the wind turbine to 

electric energy. A full back to back AC-DC-AC converter connects the wind turbine to 

the main network. It consists of the machine side converter (MSC) and the grid side 

converter (GSC). The machine side converter controls generator rotor speed to track 

maximum power point of wind turbine and it minimizes the generator loss 

simultaneously. The grid side converter controls reactive power flow to the grid and also 
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it keeps DC link voltage at a constant value. A voltage source is considered as the main 

grid which is connected to the converters though a transmission line. The resistance of 

the line also includes the converter switching loss. 

 

6.3 Wind Turbine Model 

 

The power and torque extracted from the wind using wind turbine can be 

calculated as follows [121] 
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where p  is the air density, )( 2RA   is area swept by the rotor, pC  is  the power 

coefficient, wV  is the wind speed,   is tip speed ratio,   is rotor blade pitch angle, R  is 

the turbine rotor radius and T  is angular speed of the turbine shaft. Table 6.1 shows 

parameters of wind turbine. 
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Table 6.1 Wind turbine parameters 

  1.225 Kg/m3   0 deg 

R  5.5 m gearn  6 

ratedwV   10 m/s ratedTP   24kW 

 

At a particular wind velocity, the amount of power generated by the turbine 

depends upon the speed of the turbine, turbine parameters, and the air density. The air 

density is usually assumed to be constant. Turbine parameters are determined by its 

design and are constant; so for a fixed blade pitch angle, the output power of the turbine 

is mainly dependent on the turbine speed. In Figure 6.2 power coefficient versus tip speed 

ratio of the wind turbine at zero pitch angle is illustrated. To get maximum power in a 

constant pitch angle, we should choose maximum power coefficient ( 418.0max pC  at 

0 ) which corresponds to 48.11 . 

Figure 6.3 shows the nonlinear power–speed characteristics of the turbine. The 

characteristic shifts as the wind speed ( wV ) varies. Each power–speed curve is 

characterized by a unique turbine speed ( rMPP  ) corresponding to the maximum power 

point (MPP) for that wind speed. In addition, for a given wind speed, the maximum 

power can be extracted if the turbine is rotated at rMPP . Mechanical model of the turbine 

is as follows: 
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where p , J  and r  are the number of poles, inertia and electrical angular rotor velocity 

of generator respectively. tT  and eT  are wind turbine torque and generator 

electromechanical torque. 

 

6.3.1 Defining MPP in Wind Turbine 

 

To define maximum power point extracted from each wind speed [124] 
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Therefore in any wind speed and pitch angle we will define the optimum rotor speed of 

the generator as reference value for speed control part 
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As shown in Figure 6.2 and Figure 6.3, at each pitch angle and wind speed we can 

define power coefficient, tip speed ratio and generator speed with which we can extract 

maximum power from the wind. 

 

6.3.2 Pitch Angle Effect 

 

Using (6.4), we can show the effect of pitch angle on power coefficient of wind 

turbine. Based on (6.1) and (6.4) in a special wind speed and input power 
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Moreover, if yxex       )(yWx   and W  is the Lambert function. 
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Figure 6.2 Power coefficient versus tip speed ratio at zero pitch angle 
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Figure 6.3 Power coefficient versus tip speed ratio at zero pitch angle 
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Therefore in any special wind speed and power demand we can define different 

combinations of pitch angle and tip speed ratio or pitch angle and wind turbine rotor 

speed. 

Figure 6.4 and Figure 6.5 show that with increase of pitch angle, maximum power 

coefficient reduces which causes a lower output power in a constant wind speed. In  
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Figure 6.4 Tip speed ratio versus power coefficient at different pitch angle 
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Figure 6.5 Output power of wind turbine versus generator rotor speed at different pitch 
angle and Vw=10(m/s) 
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Figure 6.6 Pitch angle versus generator rotor speed at constant turbine power and wind 
speed 

Figure 6.6, if we want to have constant power at a constant wind speed (usually rated 

power after rated speed) we will have different combination of generator speed and pitch 

angle to choose from; the higher the pitch angle, the lower the generator speed. Figure 6.7 

illustrates changes of the pitch angle at a constant generator speed and constant output 

active power. Based on the parameters of the wind turbine, at rated speed besides 

mechanical issues of wind turbine, theoretically we can’t increase wind speed more than 

19.5 (m/s) in which pitch angle comes back to zero. 

 

6.4 Dynamic Model and Steady State Operation region 

 

The dynamic equations of the system in abc reference frame are as follows: 

Stator voltage 
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Figure 6.7 Wind speed versus pitch angle at the rated output power and rated rotor speed 
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Stator flux 
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Rotor voltage 
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Rotor flux 
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Machine side converter equations 
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Capacitor voltage 
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Grid side converter equations 

 



232 





















222

222

222

)12(
2

)12(
2

)12(
2

nogcLcLLcLcp
dc

cs

nogbLbLLbLbp
dc

bs

nogaLaLLaLap
dc

as

VVpILIRs
V

V

VVpILIRs
V

V

VVpILIRs
V

V

 
(6.31)

 
 

 csbsasno VVVV 2222 3

1
  

(6.32)

 
 

 

 

 



















22

22

22

1
2

1

1
2

1

1
2

1

cpcp

bpbp

apap

Ms

Ms

Ms

 
(6.33)

 

The core loss can be considered as a resistance as follows: 
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where RcK  is a constant coefficient. 

If we choose rotor reference frame ( r ), the transformed dynamic equations of 

the system to qd-axis reference frame are as follows: 

Stator voltages 
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Rotor voltages 
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Stator flux 
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Rotor flux 
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Torque equation 
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In permanent magnet machine, the dynamic of the rotor can be neglected since the 

permanent magnet is a poor electrical conductor and the eddy currents that flow in the 

nonmagnetic materials securing the magnets demagnetization. Therefore 
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Substituting (6.41) into (6.35) 
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Currents of core loss resistance are 
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Rewriting the torque and voltage equations 
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If we use the Thevenin circuit we can also write 
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The equivalent circuit of the IPM machine is shown in Figure 6.8. Its Parameters are 

presented in Table 6.2 

The dynamic equations of the power system and converters are 

Machine side converter equations 
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Figure 6.8 Equivalent circuits of IPM Machine 

Table 6.2 Parameters of the IPM machine and the grid 

ratedmV   380 V ratedmI   66.87 A 

ratedrm  1200 rpm P (no of poles) 6 

sR  0.1764 Ω m  0.246 Wb 

sdL  6.24 mH sqL  20.582 mH 

dcC  10e-3 F gV  0350 V 

2sR  0.01 Ω 2sL  0.4 mH 
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Capacitor equations 
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Inverter equations 
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To define minimum loss operation point 

Copper loss equation 
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Core loss equation 
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Thus the total loss is 

 

corecopperloss PPP   
(6.62)
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The output active power of generator 
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Derivative of output active power versus q-axis stator current 
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Derivative of output active power versus d-axis stator current 
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Derivative of total loss versus q-axis stator current 
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Derivative of total loss versus d-axis stator current 

 
















)(3)(3)(33 2

2
2

2

2

sqsd
c

sqr
s

c

msdr
cssdsdcs

c

r
sds

sd

loss LL
R

I
R

R

L
RRILRR

R
IR

I

P 
(6.69)

 

For minimum loss (optimization) the following determinant should be zero 
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Moreover due to the use of motor equations, calculated power is negative 

therefore 
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Therefore in each wind speed with defining output wind power as follows: 
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And using (6.70) and (6.71) we will have two equations and two variables 

( sdsq II  , ) which will define the steady state operation region of wind turbine. 
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6.4.1 Steady State Operation under Constant Generator Speed after Nominal 

Wind Speed 

 

To keep generator speed or wind turbine speed constant after rated wind speed, 

pitch angle should be increased based on Figure 6.7. Figure 6.9 shows after nominal wind 

speed (10 (m/s)), with increase of pitch angle, wind turbine rotor speed remains constant 

at rated value (1200 rpm). In Figure 6.10, due to constant DC-link voltage, the 

modulation index of the converter increases based on the voltage magnitude and it is 

always less than unity. In Figure 6.11, magnitudes of qd-axis stator currents are shown. 

They are defined in a way that prepare minimum total loss and follow maximum power 

point of wind turbine characteristics. Current direction is negative because the motor 

equation is used for the generator. Figure 6.12 illustrates output voltage and current 

magnitude behavior of the stator. Before rated wind speed, both current and voltage 

magnitudes increase then remain constant. Figure 6.13 presents maximum power point 

tracking of the wind turbine characteristic and keeping output power constant at rated 

value after nominal wind speed using pitch angle control. The small difference between 

the input power from wind turbine and the output power of the generator is due to total 

loss which is always minimized. In Figure 6.14 efficiency of the generator for total loss 

minimization in different wind speeds is shown. With increase of wind speed, efficiency 

first decreases and then starts to increase. Total deviation of efficiency is less than 3% 

and after nominal wind speed it is fixed at around 95%. 
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Figure 6.9 Wind turbine speed versus wind speed 
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Figure 6.10 Machine side converter modulation index versus wind speed 
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Figure 6.11 qd-axis stator current magnitudes versus wind speed 
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Figure 6.12 Stator voltage and current magnitude versus wind speed 
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Figure 6.13 Power of wind turbine and output active power of generator versus wind 
speed 
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Figure 6.14 Efficiency versus wind speed 
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6.4.2 Steady state operation under constant pitch angle 

 

In this section, pitch angle is kept constant at zero (pitch angle control is ignored). 

With increase of wind speed in constant pitch angle, wind turbine rotor speed increases 

gradually as illustrated in Figure 6.15. Difference of this condition is after rated wind 

speed at which because of loss minimization, instead of constant current and voltage 

magnitude, current starts to decrease and voltage increases in Figure 6.16 to keep the 

output power constant. Due to increase of voltage output magnitude in the same DC-link 

voltage, the modulation index of converter goes beyond unity after a rotor speed of 

around 1750 rpm as shown in Figure 6.17. Like the previous case, efficiency first 

decrease and then increases, however after rated rotor speed efficiency still increases as 

shown in Figure 6.19, which make this case more efficient after rated speed than the 

previous case if we ignore over speed of wind turbine and overflow of modulation index 

or choose a bigger DC-link voltage. 

 

6.5 Operation Regions of the Permanent Magnet Machine 

 

In general a permanent magnet (PM) machine can operate as either a motor or 

generator in both rotating directions. A common synchronous machine has two operation 

regions. Before nominal speed it is usually working at constant torque as illustrated in 

Figure 6.20. In this region, output power increases based on mechanical speed. 
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Figure 6.15 Wind turbine speed versus wind speed 
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Figure 6.16 Stator voltage and current magnitude versus wind speed 
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Figure 6.17 Converter modulation index versus wind speed 
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Figure 6.18 Power of wind turbine and output active power of generator versus wind 
speed 
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Figure 6.19 Efficiency versus wind speed 

)( pur  

Figure 6.20 Power and torque characteristics of PM machine 

Once the machine reaches its rated speed, output power remains constant at nominal 

value and the torque starts to decrease.  

In a permanent magnet synchronous machine, to extend operating speed range, 

demagnetizing phase currents are generally applied to weaken the air-gap flux. This is 
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known as flux-weakening control and thus the motor is operated in the flux-weakening 

region. 

 

6.5.1 Voltage and Current Constraints of PM Machine 

 

In normal operation, with the speed of the PM motors increasing, the voltage 

applied to the motor must increase accordingly in order to counteract the speed-

proportional induced back EMF in the stator windings. When the speed reaches the rated 

value, eventually, the voltage applied to the PMSM cannot be further increased to 

maintain the current required by torque production. On the other hand, considering the 

current capability, the maximum stator current is limited by the current rating of inverter 

as well as the thermal rating of stator windings. 

Therefore, the maximum output torque and power developed by the PM machine 

is ultimately determined by the maximum current and voltage of the machine or the 

inverter connected to the machine. 

Assume that the voltage applied to the PM machine reaches its limit. The 

maximum stator voltage, maxsV , is determined as 

 

max
22

ssdsq VVV   
(6.73)

 

Hence, at high speeds, the voltage vector should remain on the locus of a circle with 

radius maxsV for maximum-power output. 

Neglecting the ohmic voltage drop of stator resistance for high-speed operation, 

the limit by the maximum stator voltage is expressed in terms of steady-state currents as 
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It can be seen that the current vector trajectories in the rotor reference frame are 

constrained by an ellipse at a specific speed in qd-axis stator current plane. Referring to 

the IPM, of which the quadrature-axis stator inductance is larger than the direct-axis 

inductance, i.e., Lq>Ld, the minor axis of the ellipse will be in the q-axis current direction.  

Figure 6.21 shows the voltage-limited ellipses with respect to different operating 

speeds in the flux-weakening region. As illustrated, the voltage constraint determines a 

series of nested ellipses, i.e., concentration ellipses, centered at Point A  0,/ sdm L  in 

the qd-axis stator current plane. As the maximum voltage maxsV is fixed, the ellipse 

shrinks inversely with rotor speed r . It should be noted that the shape of the ellipses 

depends upon the saliency ratio, which is defined as Lq/Ld. For all nonsaliency PM 

machines, e.g., surface-mounted PM motors, the voltage-limited ellipses change to circles 

and the corresponding equation is 

ssdsq LLL   (6.75)
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On the other hand, the current sqI and sdI  must satisfy 

 
2

max
22

ssdsq III   (6.77)

 

where maxsI is the allowable maximum stator current. This expression represents a 

current-limited circle centered at the origin and with the radius of maxsI as shown in 

Figure 6.21b. 
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Figure 6.21 Voltage and current constraints characteristics a) Interior permanent magnet 
machine b) Surface mounted permanent magnet machine 

It should be noticed that this current-limited circle remains constant for any speed 

and the instantaneous current sqI and sdI  must comply with the maximum current 

constraint. In the qd-axis stator current plane, any combination of values of current 

component sqI and sdI  generates a directed current vector from the origin. To a given 

rotor speed, the current vector can reach anywhere inside or on the boundary of the 

overlap area between the associated voltage-limited ellipse/circle and the current-limited 

circle during steady-state operation but not outside it. The overlap area becomes smaller 
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and smaller and even disappears when the rotor speed keeps increasing, indicating 

progressively smaller ranges for the current vector in the flux-weakening region.  

 

6.5.2 Maximum Torque per Ampere (MTPA) Operation (ω≤ωb) 

 

The maximum electromagnetic torque and output power developed by the PM 

machine is ultimately dependent on the allowable current rating and the maximum output 

voltage.  

In a PM machine, which operates at a given speed and torque, optimal efficiency 

can be obtained by the application of an optimal voltage that minimizes power losses. At 

low speeds, this optimum will coincide with the condition of maximum torque per stator 

ampere, assuming the core losses to be negligible. Such operation leads to minimal 

copper losses of stator windings and power losses of semiconductor switches in the 

power inverter. Furthermore, minimization of the stator current for the given maximum 

torque results in a lower current rating of the inverter and thus the coverall cost of the 

PMSM drive system is reduced; therefore, in most cases, the MTPA control mode is 

preferred for the constant-torque operation of PM machines. As presented previously in 

(6.46) the electromagnetic torque consists of  

a) Magnet torque, which is proportional to the product of the magnet flux linkage 

(i.e., rotor flux in the rotor reference frame) and the quadrature-axis stator current 

(i.e., torque producing stator current component). 
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b) Reluctance torque only for PM machines with saliency, which is dependent on the 

saliency ratio (
d

q

L

L
) and the product of the direct-axis the quadrature-axis stator 

current components. Hence the electromagnetic torque of PMSM can be 

controlled instantaneously through controlling the stator currents in the rotating 

reference frame to meet load torque requirements. 

If the stator currents are set to their maximum permissible value then, from (6.46), it is 

easy to see the maximum torque of SPM motors 
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3
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P
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(6.78)

 

where the quadrature-axis current component TsqI max_  equals the maximum current 

maxsI while the direct-axis component TsdI max_  is kept zero as 
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As for IPM motors, in contrast, the maximum torque is produced when the stator 

current reaches its maximum but both its direct-axis and quadrature-axis component, 

TsdI max_ and TsqI max_  respectively, have values in agreement with torque optimization. It 

can be calculated as follows: 

Torque equation based on stator phase current magnitude and its phase angle 
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For maximum torque per ampere (MTPA) 
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Relationship between qd-axis stator current in MTPA condition 
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To find the angle of current at MTPA 
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qd-axis stator current at MTPA ( maxssa II  ) 
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Another way to calculate qd-axis stator current at MTPA 
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Base speed of the synchronous machine at MTPA 
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6.5.3 Maximum Torque per Voltage (MTPV) Operation (Flux Weakening) 

(ωb≤ω≤ωc1) 

 

At high speeds (more than nominal speed) in the flux weakening region, 

maximum output power is achievable by means of the Maximum Torque per Voltage 

(MTPV) control. For a given speed, the maximum torque under both current and voltage 

constraints leads to the maximum output power. The current vector trajectory of 

maximum torque control in the qd-axis stator current plane is selected as follows: 
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6.5.4 Flux Weakening with Stator Current Operation (ω≥ωc1) 

 

Figure 6.22 illustrates three different operation regions of a permanent magnet 

machine. In an interior permanent magnet machine if max/ ssdm IL  , we can extend the 

speed operation region with flux weakening along with current reduction of stator in the 

third region. In this condition, the machine is working under nominal voltage ( maxsV ) but 

current is decreasing therefore it doesn’t operate under maximum power. The equations 

are as follows: 
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Figure 6.22 Operation region of PM machine a) Interior permanent magnet machine 
( max/ ssdm IL  ), b) Interior permanent magnet machine ( max/ ssdm IL  ), c) Surface 

mounted permanent magnet machine. 
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Based on the operation region the correct selection is 
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The parameters of the IPM generator with change of the rotor speed are shown in 

Figure 6.23 to Figure 6.25. These figures illustrate three different operation regions. The  
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Figure 6.23 The qd-axis and magnitude of the IPM stator current 
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Figure 6.24 The qd-axis and magnitude of the IPM stator voltage 



261 

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0

1

2

3
x 10

4

P
s 

(W
)

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0

50

100

150

Wrm (rpm)

T
s 

(N
m

)

(1) (2) (3)w
b

w
c1

 

Figure 6.25 The output power and torque of the IPM generator 

fist region is up to the rated speed. The second region is the flux weakening region 1 and 

then the third region is the second flux weakening region. 

 

6.6 Machine Side Converter Controller Design 

 

In connection of the IPM machine to the wind turbine, the base objective is to get 

maximum power from the wind. Based on the parameters of wind turbine, we may have 

different conditions. First if wind turbine design exactly matches the generator, both 

maximum power of the generator and the wind turbine at nominal wind speed are in the 

same point as the nominal speed of the generator. Otherwise in other cases, maximum 

power happens either before or after nominal speed of generator [119]. Both generator 

and wind turbine are assumed to be matched. 
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In interior permanent magnet machine, if we don’t consider the core loss of the 

machine, the dynamic equations in rotor reference frame, are as follows: 

Stator voltages 
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where sqdV , sqdI  and sd  are qd-axis voltages, currents and flux linkages of the stator. 

1qdM  and dcV  are qd-axis modulation index of machine side converter and DC link 

voltage respectively. sR  is the stator resistance.   

Rotor voltages 
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where rR and rqdI  are resistance and qd-axis currents of the rotor. 

Stator flux 
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Rotor flux 
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Torque equation 
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Capacitor equation 
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The dynamic equations of the main grid and grid side converter are 
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The machine side converter objective is to control the rotor speed in order to 

obtain maximum power from the wind and minimize the generator loss simultaneously 

and is illustrated in Figure 6.26. 

 

6.6.1 Loss Minimization and Rotor Speed Control 

 

The total loss of the generator is the copper loss due to the stator resistance and 

the core loss. We can consider core loss as a resistance ( cR ) in the model of the IPM 

machine as illustrated in Figure 6.8. The total loss is 
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(6.136)

 

where copperP  and coreP  are copper loss and core loss respectively.  
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And output power of generator is (the current directions are for motor and reversed) 
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Figure 6.26 Machine side converter controller 
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If we ignore core loss and consider cR  is very big, the only loss is copper loss. 

Thus the total loss of the generator is the copper loss due to the stator resistance. 
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For loss minimization the following requirement should be met [125] 
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From the dynamic of generator rotor speed 
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Using PI controller 
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For fast rotor speed control response, we choose rotor speed controller time constant as 

[126]  
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where swif  is the switching frequency of the converter (5kHz). 

 

6.6.2 Current Control 

 

From the speed control and loss minimization 
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We have two equations and two variables ( sqI , sdI ) 
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So sqI  and sdI  have four solutions in which one pairs those produce the highest torque at 
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the lowest stator current magnitude are *
sqI  and *

sdI . From the dynamic equations of the 

generator in laplace format 
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Using PI controller for both current controllers 
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So the coefficients of controllers are 
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For faster inner current controller, the time constant is chosen to be twice that of the time 

constant of outer speed controller. 
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The designed parameters of controllers are presented in Table 6.3. The 

modulation indices of the machine side converter as the outputs of the control part can be 

defined as 
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6.7 Grid Side Converter Controller Design 

 

As illustrated in Figure 6.27, the grid side converter controls the DC link voltage 

magnitude and the reactive power flows into the main grid. It consists of four separate PI 

controllers. The outputs of the DC voltage and the reactive power controllers produce 

references for inner current controllers where modulation indices of grid side converter 

will be produced. 

 

6.7.1 DC Link Voltage and Reactive Power Control 

 

From the active power relationship between two converters  
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If we choose a PI controller 
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Table 6.3Designed parameters of the controllers 

Pk  1256.6 Ik  0 

qPsk 1  129.3 qIsk 1  1108.4 

dPsk 1  39.2 dIsk 1  1108.4 

Pdck  31.41 Idck  0 

2Psk  25.1 2Isk  628.3 
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Figure 6.27 Grid side converter controller 
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The coefficients of the DC link PI controllers are 
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Like MSC control part we can choose DC link voltage controller time constant as  

 

swi
dc f


2*1.0

1
  

(6.174)

 

Furthermore to control output reactive power and therefore power factor 
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Thus from the two control parts 

 

 dcdsdsqsqs PIVIV  12222 3

2
)(  

(6.176)

 
 

*
22222 3

2
)( QIVIV qsdsdsqs   

(6.177)

 

We can define qd-axis reference currents as the outputs of outer controller  
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6.7.2 Current Control 

 

To control the currents of grid side converter, from its output voltage equations 
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Both resistance and inductance of the current equation are the same, thus we can choose 

the same PI controllers as 
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From the output of current controllers, the modulation indices of the grid side converter 

can be defined  
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In addition the inner GSC current controller time constant is chosen to be two times faster 

than the outer controllers 

swi
s f


2*2.0

1
2   

(6.189)

 

6.8 Simulation Results 

 

To verify the performance of the designed controllers and study dynamic behavior 

of the system, a variable wind speed is applied to the wind turbine. The optimum rotor 

speed is calculated based on maximum power point algorithm. Figure 6.28 shows the 

wind speed, reference rotor speed and actual rotor speed of the generator. Rotor speed 

follows the optimum reference value to get maximum power from the wind in variable 

speed mode operation region. Output active power of the IPM generator changes, based 

on the wind speed at optimum value. Stator current precisely follows the reference to get 

maximum power from the wind and simultaneously minimize the generator loss. At 3s 

the average wind speed increases from 8 to 11 (m/s). After rated wind speed (10 (m/s)) 
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the generator rotor speed, output active power and stator current remain constant at rated 

value. In spite of reference rotor speed change at the instant of change of wind speed, due 

to the inertia the actual rotor speed of the generator takes about 0.2 s to reach to the 

reference as a ramp function. In this period the output power and current magnitude of 

the generator reduces to make the rotor speed reaches to the reference as fast as possible. 

Figure 6.29 shows the pitch angle and power coefficient of the wind turbine, 

before and after rated wind speed. To get optimum power from the wind, before rated 

wind speed the pitch angle is kept zero and the power coefficient is constant at maximum 

value. Above rated wind speed, pitch angle increases and changes based on wind speed 

value, for protection of the turbine from over speeding and keep the power under rated 

value. The higher pitch angle causes a lower power coefficient and lower output power. 

As illustrated in Figure 6.30, due to the fast response of grid side converter controllers, 

during both variable speed and constant rotor speed regions the DC link voltage and 

reactive power are kept constant. The DC link has a small voltage swell but reaches to the 

rated vale in less than 50ms. The output reactive power is zero to guarantee unity power 

factor. The output current always follows the reference. 

 

6.9 Conclusions 

 

In this chapter, dynamic equations of the permanent magnet machine wind turbine 

connected to the grid are derived. Operation regions of the permanent magnet machine 

are also studied. In general, a permanent magnet machine has three different operation 

regions. The first region (ω≤ωb) is a point in which maximum torque per ampere is  



276 

0.5 1 1.5 2 2.5 3 3.5

8

10

a)
 V

w
 (

m
/s

)
0.5 1 1.5 2 2.5 3 3.5

260

300

340

380

b)
 W

r 
(r

ad
/s

)
 

 
Wr-ref

Wr

0.5 1 1.5 2 2.5 3 3.5
0

1

2

3
x 10

4

c)
 P

1 
(W

)

0.5 1 1.5 2 2.5 3 3.5
0

50

100

d)
 I

s1
 (

A
)

Time(sec)

 

 
Is1-ref

Is1

 
Figure 6.28 Dynamic operation of generator and MSC. a) wind speed, b) generator rotor 

speed, c) output active power, d) stator current magnitude 
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Figure 6.29 Pitch angle and power coefficient of wind turbine. a) pitch angle, b) power 
coefficient 

 



277 

0.5 1 1.5 2 2.5 3 3.5
700

750

800

850

a)
 V

dc
 (

V
)

0.5 1 1.5 2 2.5 3 3.5

-2000

0

2000

b)
 Q

2 
(V

ar
)

0.5 1 1.5 2 2.5 3 3.5
0

50

100

c)
 I

s2
 (

A
)

Time(sec)

 

 
Is2-ref

Is2

 
Figure 6.30 Dynamic operation of grid side converter. a) Dc link voltage, b) output 

reactive power, c) GSC output current magnitude 

 

applied to minimize copper loss. In the second region (ωb≤ω≤ωc1), the machine is 

working in both maximum current and maximum voltage, therefore with increasing 

generator speed, flux linkage is reduced. Thus in flux weakening region both maximum 

torque and maximum power are met. If max)/( ssdm IL  , we can extend generator speed 

in the third region until sdmsq LI /  and 0sdI . 

The controllers are designed for loss minimization and maximum power point 

tracking of the interior permanent magnet machine as a wind turbine generator. Both 

copper loss and core loss are considered. Effect of pitch angle on the operation region of 

generator is investigated. The whole system is connected to the main grid. The steady 

state operation regime of IPM generator in a wind turbine application based on total loss 

minimization and maximum power point tracking of wind turbine is presented. Until 
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rated wind speed the output power of the generator changes and the wind turbine gets 

maximum power from the wind. After rated wind speed the reference of the active power 

and rotor speed are kept constant and pitch angle control protects the wind turbine from 

over speed and over current phenomenon. The PI controllers are used. The controller 

parameters are designed based on the required speed response and the system parameters. 

Simulation results prove that fast speed response of the grid side converter keeps DC link 

voltage constant. For unity power factor, the output reactive power is zero. 
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CHAPTER 7 

7.CONTROLLABILITY ANALYSIS OF RENEWABLE ENERGY 

SOURCES CONNECTED TO THE GRID 

 

7.1 Introduction 

 

In the recent years, there has been accelerated development of renewable energy 

sources such as the photo voltaic (PV) and wind energy to meet increasing energy 

demands of growing populations. Most of the installed wind turbines are variable speed 

turbines actuating doubly fed induction generators or synchronous generators in the kW 

and MW range [127-129]. Since many of the big wind turbines will be located off-shore, 

there is the need to find robust machine and converter technologies which will require 

little maintenance. Since doubly fed induction and synchronous machines use brushes 

and commutators, which require frequent maintenance and replacement, new electric 

machine structures to replace wind generators are being investigated. The interior 

permanent magnet (IPM) machine is one of the machines with considerable potential for 

wind power generation. This is because, brushes and commutators are not required and 

there is no field winding copper loss since the excitation permanent magnet is buried in 

the rotor. The IPM also has a better efficiency compared to other machines, although it is 

more expensive.  

It is anticipated that Micro-grid systems comprised of many renewable energy 

sources, including IPM generators driven by wind turbines, serving autonomous loads or 

connected to the grid will become common place. The IPM generator will be required to 
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supply an active power to the grid under minimum generator loss condition at a 

controllable grid power factor. For a desired power rating, the IPM generator, the 

rectifier, inverter, and the topology of the filter connecting the inverter output to the grid 

must also be selected as well as the values of its inductors and capacitors. Then 

controllers will be designed to ensure system stability, robustness and high dynamic 

performance under all operating conditions. This sequential method of system design 

(structural (plant) design, control system design) has long been confirmed to 

problematize the optimal static and dynamic operations of complex and nonlinear 

engineering and biological systems. In particular, controllers can be limited by system 

characteristics induced by nonlinearity, such as input/output multiplicities, open-loop 

instability and right half plane zeros or non-minimum phase phenomenon which limits 

achievable controller bandwidth. 

A micro-grid consisting of different types of renewable sources and loads is best 

conceived as a nonlinear system. The dynamic models of the sources are nonlinear and 

some of the loads are modeled as non-linearly voltage and/or current dependent. The 

main focus of research so far has been on the control of micro-grid systems aimed at 

achieving  maximum power extraction from renewable sources, the sharing of real and 

reactive powers between parallel sources, and the seamless transition between 

autonomous and grid connected modes of operation. Another area of great exertion is the 

design of the interface filters between the grid and the energy sources to meet steady-state 

filtering requirements to prevent converter induced harmonics from flowing into the grid, 

while not provoking instabilities due to the variations in operating conditions and system 

parameters. Although there is an emerging consensus that the LCL filter is the best, 
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research is on-going to find the controller structure for the system, the state variables to 

be fed back and the selection of the filter parameters [130-132].  

In order to elucidate the apparent difficulties in arriving at the optimal control 

structure for the LCL filter, this chapter appeals to the concept of system controllability 

to highlight the inherent characteristics of the system. Controllability is originally defined 

as the ability of a system to move fast move smoothly from one operating condition to 

another and deal effectively with disturbances [133]. Controllability analysis gives 

insights into the inherent characteristics and phase behavior of the system, which should 

inform our system design and the selection of controller architecture [134-136]. 

From the control viewpoint of a linear system, in a stable system all the real parts 

of the poles should be in left hand side of the s-plane. In addition a minimum phase 

system has all the real parts of the zeros of its characteristic equation transfer function are 

in the left hand plane. Therefore using the poles and zeros we can study or predict the 

response of the system to any input, moreover the type of the controller needed to 

improve its response can be selected more clearly. 

Most of the electrical power systems and the micro-grid are highly complex and 

nonlinear systems. They are also multi input and multi output systems which makes their 

analysis even more complex. Unlike the linear systems, their characteristic equations 

cannot be defined, and in many cases their stability can only be defined locally over the 

steady state operation points using the eigenvalues of the linearized characteristic 

equations. For defining the minimum/non-minimum phase of the nonlinear system the 

concept of the zero dynamics has been used [136]. The unstable zero dynamics may 

cause problems for both dynamic and steady state response. From the dynamic point of 
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view, it causes inverse response in which the response spends part of its time going in the 

wrong direction. Hence, it reduces the bandwidth of the controller, causes a delay in 

reaching to the steady state value and limits the degree of achievable control quality [137-

139]. The problem of a non-minimum phase system in steady state is called input 

multiplicity in which the same output can be obtained from the combinations of different 

inputs and output variables. It is therefore possible to have an unobservable transition 

from one steady state output to another one.  

This chapter therefore investigates the controllability of an IPM wind turbine 

generator connected to the grid using the analysis of its open-loop stability and zero 

phase behaviors. The zero dynamics of the grid connected IPM generator using either the 

L or the LCL filter are investigated. The wind turbine is working at the maximum power 

point tracking scenario and other operational objectives include generator loss 

minimization, the control of the grid reactive power, and the converter DC link voltage. 

The effect of filter structure on the inherent characteristics of the grid-connected 

generator determined through the study of the zero dynamics constitutes the main theme 

of this chapter. It is also observed that the use of feedback linearization methodology for 

controller design where the stability of the zero dynamics permits the use of static 

controller gains is becoming privileged in the design of controllers for energy systems. 

 

7.2 Zero Dynamics of the Nonlinear System 

 

The definition of a nonlinear system with m  number of inputs and outputs is 

 



283 













 



mixhy

xuxgxf
t

x

ii

m

j
jj

,,1),(

)()()(
1



 
(7.1)

 

The number of the derivations (differentiations) of the output is needed to see the 

input in its equation (explicit relation between input and output) is called the relative 

order of the output. In a multi input multi output system (MIMO), the relative order is the 

sum of all relative orders of the outputs.  

Another way to define the relative order of any output is to fulfill the following 

condition: 
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where the lie derivative definition is 
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The relative order of the multi input multi output (MIMO) system is 

 

mrrrr  21  
(7.5)

 

If the relative order of the system is less than the order of the system (number of 

dynamic states), part of the system is unobservable and there are internal dynamics. 

Internal dynamic states are not reflected during the process of feedback linearization and 

control design of the system; therefore their stability must be ascertained. The zero 



284 

dynamics is a special case of the internal dynamics and are defined to be the internal 

dynamics of the system when the selected system outputs are set to zero by the input.  

There are two methods to isolate the zero dynamics [140-141]. 

 

7.2.1 First Method 

 

In the first method [140] for finding the zero dynamics, after defining the number 

of internal dynamics (n–∑ri), all the outputs should be made equal to zero. In this case 

some dynamic states will be removed, leaving the internal dynamics which are 

independent of the input variables. 

It should be noted that if the purpose for checking the stability of the zero 

dynamics is to use the input/output linearization method for the controller design we 

define the characteristic matrix as 
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Non-singularity of the characteristic matrix in a MIMO system is a sufficient 

condition for input/output linearization to be achievable through static state feedback. For 

systems for which this condition is not satisfied, controllers with dynamic contents can be 

employed to transform them to new equations satisfying the characteristic matrix [138]. 
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7.2.2 Second Method 

 

In the second method based on [141], a new co-ordinate system with )(xt  is 

generated in which the elements of the following matrix are linearly independent: 
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The original dynamic equations of the system are now converted to the new 

coordinates in which the input variables have been eliminated. For a MIMO system the 

following can be defined: 
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Figure 7.1 Schematic diagram of IPM wind turbine connected to the main grid with L 
type filter. 

The zero dynamics after converting the matrices to the new coordinates (the 

output variables will be either zero or at their steady state values) are defined as follows: 
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7.3 Controllability of Wind Turbine Connected through L filter to the Grid 

 

As illustrated in Figure 7.1, in the study system, an interior permanent magnet 

generator driven by a wind turbine supplies power to the grid. A back to back AC/DC/AC 

inverter converts the AC generator output voltage to a DC voltage and then to another 

three-phase AC voltage. The grid side inverter is interfaced to the grid through the L type 

filter. 

In the interior permanent magnet machine, the dynamic of the rotor can be 

neglected because the permanent magnet is a poor electrical conductor. Ignoring the core 
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Table 7.1 Parameters of the IPM machine for controllability analysis 

ratedmV   180 V ratedmI   5.5 A 

ratedrm  1800 rpm P (no of poles) 4 

sR  1.5 Ω m  0.21 Wb 

sdL  0.035 H sqL  0.11 H 

dcC  600e-6 F J  0.089 kg/m2 

gqV  170 V gdV  0 V 

2sR  0.01 Ω 2sL  0.4 mH 

 

 

loss of the machine the dynamic equations of the generator are as follows: 
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The converter DC Capacitor equation is given as  

 

21121 )(
4

3
IIMIMIIpVC sddsqqdcdc   

(7.12)

 

where sqdV , sqdI  are the complex qd-axis voltages and currents of the stator. 1qdM  and 

dcV  are the complex qd-axis modulation index of machine side converter and DC link 

voltage respectively. sR  is the stator resistance. sqdL  and m  are qd-axis stator 

inductance and 
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magnetization flux of the generator. 

The dynamic equations of the main grid with L type filter and grid side converter 

are 
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Parameters of the IPM machine and the grid are presented in Table 7.1. For generator 

copper loss minimization the following requirement should be met [125] 
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7.3.1 Steady State and Stable Operation Region 

 

Under steady state operating conditions the derivatives of the states in (7.10) to 

(7.14) are set to zero. The resulting equations with the algebraic equation defining the 

reference grid reactive power and the condition for minimum generator loss (7.16) are 

used to determine the steady state operation. The known variables are 

 

 dctrggdgq VTQVV )(   (7.17)
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And the unknown variables are 

 222211 dqdsqsdqsdsq MMIIMMII  
(7.18)

 

The rotor speed and the DC capacitor voltage are varied ( r  and dcV ) to solve the steady-

state equations given as  
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The steady state operation regions of the generator system are illustrated in Figure 

7.2. In this figure the output active and reactive power of the IPM generator are shown. 

The stator current and voltage of the machine are presented in parts Figure 7.2b and 

Figure 7.2c respectively. The steady state parameters of the machine are just related to 

the input wind power or rotor speed which is directly related to it with MPP algorithm. 

The modulation index of the machine side converter is related to both rotor speed and DC 

link voltage and it is always in the linear region below unity. Because all the power  
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Figure 7.2 Steady state operation region of the system. a) output active power of the 
generator (W), b) output reactive power of the generator (Var), c) stator current (A), d) 

stator voltage (V), e) modulation index magnitude of machine side converter f) 
modulation index magnitude of grid side converter 

 
 

coming from the wind on the other side is transmitting to the grid and the voltage of the 

grid is constant, the modulation index of the grid side converter in Figure 7.2 is just 

related to the DC link voltage magnitude.  

To study the stability region of the system in all feasible operation regions, the 

model equations of the electrical subsystem is linearized and its characteristic equation is 

defined as a sixth order equation 
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The coefficients of (7.22) are presented in Appendix A. Using the Routh–Hurwitz criteria 
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The requirements for stability of the system 
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As shown in Figure 7.3 only the coefficient 0a  affects the stability region in 

which operation above a particular rotor speed, the system is unstable. 

 

7.3.2 Zero Dynamic Analysis 

 

To analyze the zero dynamics of the system, the first method is adopted. The four 

inputs and four outputs are 

 Tgdcr QVY   ,  Tdqdq MMMMU 2211  
(7.25)

 

With differentiating the outputs to define the relative orders 
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Figure 7.3 Stability region based on Routh–Hurwitz criteria. The last coefficient of the 
characteristic equation. 

Therefore the system has one (n–∑ri) internal dynamic. The zero dynamics is obtained 

when all the output variables are set to zero. With the grid voltage taken as the reference 

for the qd synchronous reference frame transformation and aligning the grid voltage in 

the q-axis )0,(  gdggq VVV  
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then  

 

1

1

q

sdd
sq M

IM
I   (7.28)

 

and the only remaining dynamic, the zero dynamic of the system, is 

 

0 sdsdsds pILIR  
(7.29)
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Figure 7.4 The IPM machine as a wind turbine generator connected through LCL filter. 

 

Hence for positive resistance and inductance of the generator, the zero dynamics is 

always stable, declaring the nonlinear generator connected the grid system through L type 

filter to be minimum phase. 

 

7.4 Controllability of Wind Turbine Connected through LCL filter to the Grid 

 

The LCL filter shown in Figure 7.4 is a third-order filter which provides a much 

better ripple and harmonic attenuation over the higher frequency range using smaller 

passive elements. Therefore, they are more suited for high-power conversion systems and 

have already been widely employed in wind farms of over hundreds of kilowatts [142-

145]. The second inductance represents the inductance of the filter, the grid and isolating 

transformer. The resistances also include the copper loss of the grid, transformer and 

switching loss of the grid side converter.  
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7.4.1 Steady State and Stable Operation Region 

 

The total dynamic equations of the system with the LCL filter are 
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(7.30)

 

In steady state the derivative parts are zero so we can solve eight equations 

including six dynamic equations in steady state condition along with the two algebraic 

equations of reactive power and loss minimization. Therefore there are 

The known variables 

 

 dctrgdgq VTQVV )(2   
(7.31)

 

The unknown variables 
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Figure 7.5 Output active power of IPM generator. 
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Figure 7.6 Output reactive power of IPM generator. 
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Figure 7.7 Stator current magnitude of IPM generator. 
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Figure 7.8 Stator voltage magnitude of IPM generator. 



298 

0.2

0.2

0.3

0.3

0.3

0.4

0.4

0.4

0.4

0.5

0.5

0.5

0.5

0.6

0.6

0.6

0.6

0.7

0.7

0.7

0.8

0.8
0.9

0.9

0.9

Vdc

w
r 

(r
ad

/s
)

M1

400 500 600 700 800 900

50

100

150

200

250

300

350

 

Figure 7.9 Modulation index magnitude of the machine side inverter. 
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Figure 7.10 Modulation index magnitude of the grid side inverter. 
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Figure 7.11 Active power flowing into the grid. 

 

 cdcqgdgqdqdsqsdqsdsq VVIIMMIIMMII 222211  (7.32)

 

So we can vary r  and dcV  to calculate the other twelve variables. The results are 

illustrated in Figure 7.5 to Figure 7.11. 

We can study the stability region of this system using the small signal analysis in 

any steady state point. We can define the eigenvalues of the system in that point and 

check for stability. 
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The characteristic equation 
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Using the Routh–Hurwitz criteria we can check for stability. Because all eigenvalues in 

all operation regions are negative, the system is always stable. 

 

7.4.2 Zero Dynamic Analysis 

 

The dynamic equation of the system with the LCL filter in the nonlinear format 
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The Output equations 

 

 























































)(
2

3

)()(
4

9

)(

)(

)(

)(

56

9

10

2
2

2
2

1

4

3

2

1

xVxV

x

x

xRxLLRxLLR
P

xh

xh

xh

xh

Y

gdgq

mssqsdssqsds 

 
(7.39)

 

Where 
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(7.40)

 

The new states and inputs are 
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With the same output variables in the new ten order system with LCL filter defined in 

(7.39) the relative orders defined as 
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Therefore there are three (n–∑ri) internal dynamics. In this system, the second 

method has been use for defining the zero dynamics. In the first step, based on (7.7), the 

new coordinates of the system are 
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where t(x) is chosen as 

334251 )(,)(,)( xxtxxtxxt   
(7.45)
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With )(xt  given in (7.45), the linearized matrix of   will be 
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In which the determinant of the linearized matrix )(x  is not equal to zero 
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Therefore all elements of the matrix are linearly independent. The system equations in the 

new coordinates are given as 
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The zero dynamics are determined by setting the output variables to either zero or the 

steady-state values 
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and their derivatives 
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With equation (7.50), the new equations are given in (7.51) which are constant. 
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Using (7.8) the following can be calculated 
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The other matrices are defines as 
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To substitute the input variables with the states, we need to define the equations of 

)(xC and )(xW  as  
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The above equations are transformed to the new coordinates to yield the equations 

of the zero dynamics given below: 
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The equations of the zero dynamics are nonlinear and hence the stability can be 

checked using the corresponding linearized equations. The characteristic equation of the 

zero dynamics is a cubic equation given as  
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(7.57)

 

The Routh–Hurwitz criteria for the stability of this characteristic equation is given as 
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Figure 7.12 shows how the signs of two coefficients of (7.57) and (7.58) are 

influenced by the values of the rotor speed and the DC capacitor voltage. The zero 

dynamics is unstable for the operating regions considered which leads to the conclusion 

that the IPM generator system has unstable zero dynamics and is non-minimum phase for 

all operating conditions. For the selected controlled variables, there is an inherent 

structural constraint that adversely affects the controller design. 

 



308 

0 0 0

a) Vdc

w
r 

(r
ad

/s
)

n0

400 500 600 700 800 900
250

300

350

0 0 0

b)Vdc

w
r 

(r
ad

/s
)

n2

400 500 600 700 800 900
250

300

350

Positive

Negative

Negative

Positive

 

Figure 7.12 Two of the coefficients of the linearized zero dynamics characteristic 
equation (46). (a) the last coefficient (n0), (b) second coefficient (n2). 

 

7.5 Controllability and Stability Analysis of PV System Connected to Current 

Source Inverter 

 

As illustrated in Figure 7.13, in the study system, a PV system is connected to the 

grid through a current source inverter. The nonlinear characteristic equation of the PV 

system relating the PV voltage to its output current is as follows: 
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(7.59)
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(7.60)

 

Equations (7.59) and (7.60) define the steady-state equation relating the current 

flowing out of the PV and the terminal voltage. In the equations, rsI  and   are the 

reverse saturation current and the temperature of np   junction. srcI  is the short-circuit  
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Figure 7.13 An IPM machine as a wind turbine generator connected through LCL filter. 

 
current of one PV cell, sn   and pn  are the number of series and parallel PV cells in a 

string, respectively. A  is the ideality factor and S  is solar irradiation level. r  is the cell 

reference temperature and k  is the temperature coefficient. )602.1( 19Ceq   and 

)/38.1( 23 KJek   are the unit electric charge and Boltzmann’s constant. Table I shows 

parameters of PV system. The dynamic equations of the grid is 
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where gqdV  and gqdI  are the qd-axis grid voltage and current. The inverter and DC side 

dynamic equations are as follows: 
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To control the input current of the inverter and the reactive power following into 

the grid 
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If we align the grid voltage to the q-axis reference frame ( 0gdV ) and operate the system 

under unity power factor 
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7.5.1 Steady State and Stability Analysis of the System 

 

Under steady state operating conditions the derivatives of the states are set to 

zero. The resulting equations with the algebraic equation defining the reference grid 
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reactive power and operating under maximum power point of PV are used to determine 

the steady state operation. The known variables are 

 

 pvpvggdgq VIQVV  (7.68)

 

And the unknown variables are 
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The irradiation of the sun is varied ( 1S ) and the PV voltage and current based on 

maximum power point operation arte calculated to solve the steady-state equations given 

as 
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To study the stability region of the system in all feasible operation regions, the 

model equations of the electrical subsystem are linearized. The output, input and state 

variables of the system 
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To define the number of internal dynamics 
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The characteristic equation is defined as a sixth order equation 
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The coefficients of (7.74) are presented in Appendix B. Using the Routh–Hurwitz, the 

criteria for stability is as  
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The parameters of (7.75) are defined using (7.23). 
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Figure 7.15 PV output current at MPP with 
in different irradiation level 

 

0.4 0.5 0.6 0.7 0.8 0.9 1
0.75

0.8

0.85

0.9

0.95

1

S1 (irradiation level)

M

0.4 0.5 0.6 0.7 0.8 0.9 1
2000.2

2000.25

2000.3

2000.35

2000.4

2000.45

2000.5

S1 (irradiation level)

V
m

q 
(V

)

Figure 7.16 Inverter modulation index 
magnitude at different irradiation level 

Figure 7.17 q-axis capacitor voltage at 
different irradiation level 

 

After applying the steady state parameters, the system is stable in the whole operation 

region. 

 

7.5.2 Zero Dynamics Analysis of PV 

 

To analyze the zero dynamics of the system the two inputs and two outputs are  
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Differentiate the outputs to define the relative orders the results are  
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Therefore the system has three (n–∑ri) internal dynamics. 

The dynamic equations of the system in nonlinear format are as 
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The new coordinates of the system are 
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If we choose 
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With )(xt  given in (7.82), the determinant of the linearized matrix )(x  is not 

equal to zero, in which case all the elements of )(x  are linearly independent. The 

system equations in the new coordinates are given as  
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The following can be calculated 
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The other matrices are defines as 
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To substitute the input variables with the states we need to define the equations of 
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For calculation of zero dynamics, we should put outputs either zero or as their 

steady state value. Thus their derivative will be zero. Therefore 

 

 

   










0)(

)(
2

2_
2

11

2
_1

1
11





refg

refd

Qxh

Ixh
 

(7.90)

 

From the above results, during the calculation of zero dynamics we can consider 

 













cteIax

cte
V

Q
ax

refdx

gq

refg
x

_155

_
22 3

2

 
(7.91)

 

and there is no need for their conversion to new coordinates. 
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If we convert the matrices iF , iG , iC , iW  to new coordinates  
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Figure 7.18 Two of the coefficients of the linearized PV zero dynamics characteristic 
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The coefficients of (7.101) are presented in Appendix C. The Routh–Hurwitz 

criteria for the stability of this characteristic equation 
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Therefore besides one of the characteristic equation poles at origin ( 0S ), 

second coefficient of Routh–Hurwitz criteria ( 0b ) in all operating region is negative. It 

means the PV system connected to the current source inverter is non-minimum phase in 

its all operation region. 

 

7.6 Conclusions 

 

This chapter investigated the controllability analysis of the wind turbine driven 

interior permanent magnet (IPM) generator interfaced to the grid using either an L or 

LCL filter. The stability regions of the operation based on maximum power point 

tracking of the wind turbine and loss minimization of the generator were shown. With the 

aid of two methods used for the extraction of the zero dynamics, it was shown that the 

generator fitted with the L filter has a stable zero dynamics, possesses a minimum phase 

characteristics which ensures that no structural limitation is imposed on the design of the 

controllers. When the generator is grid-interfaced using the LCL filter, the zero dynamics 

is unstable for all operating points, and in the small, the system is non-minimum phase. 

There is a structural constraint (such as limited current regulator bandwidth and response 

time) on any controller to be designed for the system. Also, the nonlinear controller 

design using the method of feedback state linearization cannot be applied to the control of 

the four specified variables of the IPM generator with LCL filter. Modest dynamic 

performance can however be achieved by using higher order controllers and/or high gain 

observers.  
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The controllability analysis for the IPM generator system suggests that the 

topological structure of the interface filter and the controlled variables have significant 

effects on the phase behavior of the system, the agility of any controller used, and hence 

the static and dynamic performance of the controlled generator system. This chapter 

provides an explanation as to why designing controllers for renewable energy systems 

with LCL interfaces with the grid has continued to be a challenge. Appropriate selection 

of controlled variables, states to be estimated using high gain observers and using high 

order controllers point the way for designing controllers that will deliver good static and 

dynamic performance. 
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CHAPTER 8 

8.CONCLUSION AND FUTURE WORKS 

 

8.1 Introduction 

 

The previous works that have been done related to this area are detailed in chapter 

1. The conclusions and contributions of this dissertation are summarized in this chapter. 

A short summary of each section is presented to discuss the proposed topics and 

approaches of this dissertation and the overall point of view is explained. Future works 

are also discussed. 

 

8.2 Conclusions 

 

State space modeling, stability analysis and dynamic behavior of a small 

Microgrid in both autonomous mode and grid connected mode are presented. The main 

objective of this investigation is to improve the control of Microgrid for both autonomous 

and grid conned modes. The droop control is applied to the maintain voltage and 

frequency. Frequency droops against output active power of converter while voltage 

magnitude droops against reactive power. The PI load voltage control and inner current 

control of the system are designed based on the dynamic equations in complex form. 

Along with considering both modes of operation, the locally available control parameters 

of each DG unit are used, so that communication among DG units is avoided in order to 

improve the system reliability and reduce the costs. The three phase PLL is designed and 
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added to each converter in order to measure instantaneous local frequency used for the 

qd-axis transformation. The system is simulated using MATLAB software to validate the 

design. The controllers share the power based on the related power for different sources 

with different rated power and different impedance connections to the network. 

Instead of a constant DC source for the input of the inverter, in this dissertation a 

photovoltaic source with its nonlinear characteristic is used. The DG unit is connected to 

the main grid through the three phase inverter. The load voltage magnitude and frequency 

are adapted from the main grid. The DC link voltage is controlled for maximum power 

point operation of the PV. For unity power factor operation the second reference has been 

considered as output reactive power of the three phase inverter. With the change of 

irradiation level, DC link voltage and reactive power controllers follow their references 

precisely. Even during sudden change of the loads, the actual parameters of the system 

are still tracking their references well due to the fast response of the controllers. The DG 

unit is always operating in unity power factor and the modulation indices of the inverter 

even during transients are less than unity. 

In autonomous operation of the microgrid, due to the limitation of the DG power 

for feeding the loads is included. A battery with a bidirectional DC-DC converter is 

added. Simulation results show that the battery discharges when total load is more than 

the maximum power of PV system. Under a lower irradiation level, the maximum power 

of PV system decreases, thus the battery discharges even under reduced load demand. 

When the inverter modulation index magnitude is reduced while keeping the load voltage 

constant, the input DC link voltage and the duty ratios of the two boost converters 

interfacing the sources are increased. 
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To verify the proposed controllers, the laboratory scale experiment is implemented in 

addition to the dynamic simulation of the system. The designed experimental system consists of 

a microgrid with two different sources, a nonlinear PV source and a battery source. A 

programmable DC source is used to emulate the nonlinear PV source characteristic. Three 

different power electronic converters, a unidirectional DC-DC boost converter, a bidirectional 

buck and boost converter and a three phase inverter are built. Each converter has its own 

controller signals coming from different control structures, drivers, sensor boards and digital 

signal processor (DSP) unit. The process of the design and test of each section are explained 

in detail. All the controllers, analog to digital conversions and PWM signal generation are 

implemented inside the ezDSPF28335. The maximum power point tracking of the PV 

source, active and reactive power control of the three phase inverter and charging and 

discharging control of the battery are applied. The experimental results are presented in 

both autonomous mode and grid connected mode after synchronization and connection of 

the system to the main network.  

Along with the programmed PLL, the enhanced phase lock loop (EPLL) also is 

designed and the experimental results of both systems are compared. EPLL is used to 

define the reference frequency and angle of the load voltage. It is operated as a band pass 

filter for the other parameters such as the inverter and the grid currents. EPLL results 

have the lowest noise and therefore it tracks the magnitudes, angles and frequencies of 

the actual input signals more precisely. 

Wind energy, as one of the most popular renewable sources in Microgrid, is also 

studied. In the interior permanent magnet structure, the equivalent air gap is not uniform 

and it makes the saliency effect obvious. In the IPM machine, both magnetic and 

reluctance torque can be produced. Compared to the surface mounted permanent magnet 
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(SPM) machine, the IPM machine has a mechanically robust and solid structure since the 

magnets are physically contained and protected. It contains both reluctance and magnetic 

torque which increases the efficiency and speed range operation. In this dissertation the 

dynamic model of interior permanent magnet machine as a wind turbine generator is 

studied. An AC-DC-AC converter connects the wind turbine to the main grid. The steady 

state operation regime of IPM generator in wind turbine application based on total loss 

minimization and maximum power point tracking of the wind turbine is presented. The 

proposed controllers in dynamic operation are designed to get maximum power from the 

wind, keep DC link voltage constant and guarantee unity power factor operation. At 

higher than rated wind speeds the reference of the active power and rotor speed are kept 

constant and pitch angle controlled to protect the wind turbine from over speed and over 

current phenomenon. 

Finally, the controllability analysis of the wind turbine driven interior permanent 

magnet (IPM) generator interfaced to the grid using either an L or LCL filter is presented. 

The stability regions of its operation based on maximum power point tracking of the wind 

turbine and loss minimization of the generator are analyzed. With the aid of two methods 

used for the extraction of the zero dynamics, it is shown that the generator fitted with the 

L filter has a stable zero dynamics, possesses a minimum phase characteristics which 

ensures that no structural limitation is imposed on the design of the controllers. When the 

generator is grid-interfaced using the LCL filter, the zero dynamics is unstable for all 

operating points and the system is non-minimum phase. There are structural constraints 

(such as limited current regulator bandwidth and response time) on any controller to be 

designed for the system. Also, the nonlinear controller design using the method of 
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feedback state linearization cannot be applied to the control of the IPM generator with 

LCL filter. Modest dynamic performance can however be achieved by using higher order 

controllers and/or high gain observers. 

 

8.3 Future Work 

 

The concept of microgrid and renewable energies is relatively new compared to 

conventional power plants. In this dissertation, the two most popular renewable sources 

including photovoltaic (PV) and wind energy are studied. The structure of the PV system 

in both grid connected and autonomous operation are both simulated and verified 

experimentally. Some future work that can be done is to experimentally validate the 

proposed topologies for the interior permanent magnet machine based wind turbine. 

The programmable source is used as a PV source. This system is not very 

accurate and due to the needed time for communication between the hardware DC source 

and the computer, it sometimes loses the tracking and behaves like a normal voltage 

source. Therefore the designed setup can be connected to a real PV solar cell array to test 

the maximum power point tracking.  

The operation of a two DG unit system is investigated and the proposed controller 

for sharing the load can be applied to multi DG unit systems. Due to hardware limitations 

such as the number of the ports on the DSP, this work could not be extended. Almost 

ninety percent of the analog to digital conversion ports and pwm ports are used. So using 

a more powerful DSP or combination of FPGA and DSP can extend the system to a 

multi-DG unit with different types of sources. 
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Most electrical power systems are nonlinear and complex. The explained 

controllability analysis is a useful methodology that can be applied to other structures to 

study their characteristics and have an overall point of view about their responses without 

linearization which is what relates the analysis to the selected operation point. It will also 

help in the design process of the controllers. 
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APPENDIX A 

COEFFICIENTS OF THE CHARACTERISTIC EQUATION OF THE IPM 

GENERATOR CONNECTED TO THE GRID 

 

a6=1 

 

a5=(Lsd*Ls2^2*J*Cdc*Rs+2*Lsd*Ls2*Rs2*J*Cdc*Lsq+Rs*Ls2^2*J*Cdc*Lsq)/Lsq/Ls

d/Ls2^2/Cdc/J 

 

a4=(Rs^2*Ls2^2*J*Cdc+3/8*Lsd*Mq2^2*Lsq*J*Ls2+3/4*Lsd^2*Ls2^2*Isd*Cdc*pole

^2*Lamdam-3/8*Isq^2*pole^2*Lsd*Ls2^2*Lsq^2*Cdc-

3/8*Isd*Lsd*Lamdam*Ls2^2*Cdc*pole^2*Lsq+3/8*Md1^2*Lsq*Ls2^2*J+3/8*Lsd*Ls

2*Md2^2*J*Lsq+2*Rs*Ls2*Rs2*J*Cdc*Lsq+3/8*Mq1^2*Lsd*Ls2^2*J+3/8*Isq^2*pol

e^2*Lsq^3*Ls2^2*Cdc+2*Lsd*Ls2*Rs2*J*Cdc*Rs+Lsd*we^2*Ls2^2*J*Cdc*Lsq+3/8

*Lsd^3*Ls2^2*Isd^2*Cdc*pole^2-

3/8*Isd^2*Lsd^2*Ls2^2*Cdc*pole^2*Lsq+wr^2*Lsd*Ls2^2*J*Cdc*Lsq+3/8*Lsd*Ls2

^2*Lamdam^2*Cdc*pole^2+Lsd*Rs2^2*J*Cdc*Lsq)/Lsq/Lsd/Ls2^2/Cdc/J 

 

a3=(3/8*Md1^2*J*Ls2^2*Rs+3/8*Md1*Lsq*wr*J*Mq1*Ls2^2+3/8*Isd^2*Lsd^2*Ls2^

2*Cdc*pole^2*Rs-

3/8*Md1*wr*Lsd*J*Mq1*Ls2^2+3/4*Isd*Isq*Lsq*wr*Lsd^2*Ls2^2*Cdc*pole^2+3/8*

J*Mq1^2*Ls2^2*Rs+3/8*Lamdam^2*Ls2^2*Cdc*pole^2*Rs-
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3/8*Isd*Lsq*Lamdam*Ls2^2*Cdc*pole^2*Rs-

3/8*Isq*Lsq^2*wr*Lamdam*Ls2^2*Cdc*pole^2-

3/8*Isd^2*Lsq*Lsd*Ls2^2*Cdc*pole^2*Rs+3/8*Isq^2*Lsq^2*Ls2^2*Cdc*pole^2*Rs+

3/8*Lsd*Mq2^2*Rs*J*Ls2+3/4*Mq1^2*Lsd*Ls2*Rs2*J+3/4*Lsd^3*Ls2*Rs2*Isd^2*C

dc*pole^2+3/8*Lsd*Ls2*Md2^2*J*Rs+3/8*Rs2*Lsd*Md2^2*J*Lsq+Lsd*Rs2^2*J*Cd

c*Rs+3/8*Lsd*Mq2^2*Lsq*J*Rs2+Lsd*we^2*Ls2^2*J*Cdc*Rs-

3/4*Lsd*Ls2*Rs2*Lamdam*Cdc*pole^2*Isd*Lsq+2*Rs^2*Ls2*Rs2*J*Cdc+Rs*we^2*

Ls2^2*J*Cdc*Lsq+3/8*Rs*Mq2^2*Lsq*J*Ls2+3/4*Isd*Lsd*Lamdam*Ls2^2*Cdc*pol

e^2*Rs+3/8*Rs*Ls2*Md2^2*J*Lsq+Rs*Rs2^2*J*Cdc*Lsq-

3/4*Lsd^2*Ls2*Rs2*Isd^2*Cdc*pole^2*Lsq+3/2*Lsd^2*Ls2*Rs2*Isd*Cdc*pole^2*La

mdam+3/4*Lsd*Ls2*Rs2*Lamdam^2*Cdc*pole^2-

3/4*Isd*Isq*Lsq^2*wr*Lsd*Ls2^2*Cdc*pole^2-

3/8*Isq^2*Lsq*Lsd*Ls2^2*Cdc*pole^2*Rs+3/4*Md1^2*Lsq*Ls2*Rs2*J+3/4*Isq*Lsq

*wr*Lsd*Lamdam*Ls2^2*Cdc*pole^2+2*wr^2*Lsd*Ls2*Rs2*J*Cdc*Lsq-

3/4*Isq^2*pole^2*Lsd*Ls2*Rs2*Lsq^2*Cdc+3/4*Isq^2*pole^2*Lsq^3*Ls2*Rs2*Cdc)/

Lsq/Lsd/Ls2^2/Cdc/J 

 

a2=(-9/64*Lsd*Mq2^2*pole^2*Isd*Lsq*Ls2*Lamdam-

9/64*Md1^2*pole^2*Isd^2*Lsq*Ls2^2*Lsd+3/4*Lsd^2*we^2*Ls2^2*Isd*Cdc*pole^2*

Lamdam-

3/8*Lsd^2*we^2*Ls2^2*Isd^2*Cdc*pole^2*Lsq+3/8*wr^2*Lsd*Ls2*Md2^2*Lsq*J+3/

4*Rs*Ls2*Rs2*Lsd^2*Isd^2*Cdc*pole^2+Rs^2*we^2*Ls2^2*J*Cdc-

3/4*Rs*Ls2*Rs2*Lsd*Isd^2*Cdc*pole^2*Lsq-
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3/4*wr*Lsd*Mq1*Ls2*Rs2*J*Md1+3/4*Mq1^2*Rs*Ls2*Rs2*J+wr^2*Lsd*Rs2^2*J*C

dc*Lsq+3/4*Rs*Ls2*Rs2*Lamdam^2*Cdc*pole^2+3/8*Rs*Rs2*Md2^2*J*Lsq+9/64*L

sd*Mq2^2*pole^2*Lamdam^2*Ls2-

9/64*Isq^2*pole^2*Lsd*Ls2*Lsq^2*Md2^2+3/2*Rs*Ls2*Rs2*Lsd*Isd*Cdc*pole^2*L

amdam-

3/4*Rs*Ls2*Rs2*Lamdam*Cdc*pole^2*Isd*Lsq+3/4*Md1*wr*Lsq*Mq1*Ls2*Rs2*J-

9/64*Mq1*Isq*pole^2*Lsd^2*Ls2^2*Md1*Isd-

3/8*Isq^2*pole^2*Lsd*Rs2^2*Lsq^2*Cdc-

3/8*Lsd*we^2*Ls2^2*Lamdam*Cdc*pole^2*Isd*Lsq+3/8*Md1^2*Lsq*we^2*Ls2^2*J

+3/8*Isq^2*pole^2*Lsq^3*Rs2^2*Cdc+9/32*Lsd^2*Mq2^2*pole^2*Lamdam*Ls2*Isd-

9/64*Mq1^2*Isq^2*pole^2*Lsd*Ls2^2*Lsq-

3/4*Isq*pole^2*Lsq^2*Ls2*Rs2*Cdc*wr*Lamdam+3/2*wr*Lsd^2*Ls2*Rs2*Lsq*Isq*

Cdc*pole^2*Isd+3/8*Isq^2*pole^2*Lsq^3*we^2*Ls2^2*Cdc+9/32*Md1^2*pole^2*La

mdam*Ls2^2*Lsd*Isd+3/4*Md1^2*Rs*Ls2*Rs2*J+3/4*Isq^2*pole^2*Lsq^2*Ls2*Rs2

*Cdc*Rs+3/2*wr*Lsd*Ls2*Rs2*Lsq*Isq*Cdc*pole^2*Lamdam-

9/64*Md1*pole^2*Isd*Lsq^2*Mq1*Ls2^2*Isq+3/8*Rs*Mq2^2*Lsq*J*Rs2+9/64*Lsd^

3*Mq2^2*pole^2*Isd^2*Ls2+9/64*Isq^2*pole^2*Lsq^3*Ls2*Md2^2-

3/8*Isq^2*pole^2*Lsd*we^2*Ls2^2*Lsq^2*Cdc+wr^2*Lsd*we^2*Ls2^2*J*Cdc*Lsq-

9/64*Md1^2*pole^2*Isd*Lsq*Ls2^2*Lamdam+9/32*Mq1*Isq*pole^2*Lsq*Ls2^2*Md

1*Lsd*Isd+9/64*Md1^2*pole^2*Lsd^2*Isd^2*Ls2^2+9/64*Mq1^2*Isq^2*pole^2*Lsq^

2*Ls2^2-

3/4*Isq^2*pole^2*Lsd*Ls2*Rs2*Lsq*Cdc*Rs+9/64*Isq^2*pole^2*Lsq^3*Mq2^2*Ls2+

9/32*Mq1*Isq*pole^2*Lsq*Ls2^2*Md1*Lamdam+3/8*Lsd*we^2*Ls2^2*Lamdam^2*
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Cdc*pole^2-9/64*Isq^2*pole^2*Lsd*Mq2^2*Lsq^2*Ls2-

3/2*wr*Lsd*Ls2*Rs2*Lsq^2*Isq*Cdc*pole^2*Isd-

9/64*Mq1*Isq*pole^2*Lsd*Ls2^2*Md1*Lamdam+3/8*Mq1^2*Lsd*Rs2^2*J+3/8*Rs^2

*Ls2*Md2^2*J+Rs^2*Rs2^2*J*Cdc+3/8*Rs^2*Mq2^2*J*Ls2+3/8*Md1^2*Lsq*Rs2^2

*J+9/64*Md1^2*pole^2*Lamdam^2*Ls2^2+3/8*wr^2*Lsd*Mq2^2*Lsq*J*Ls2+3/8*Ls

d^3*we^2*Ls2^2*Isd^2*Cdc*pole^2+3/8*Mq1^2*Lsd*we^2*Ls2^2*J+9/32*Lsd^2*Ls

2*Md2^2*pole^2*Lamdam*Isd+9/64*Lsd*Ls2*Md2^2*pole^2*Lamdam^2+9/64*Lsd^

3*Ls2*Md2^2*pole^2*Isd^2-9/64*Isd^2*Lsd^2*Ls2*Md2^2*pole^2*Lsq-

9/64*Lsd*Ls2*Md2^2*pole^2*Isd*Lsq*Lamdam+3/8*Rs2*Lsd*Md2^2*J*Rs-

3/8*Isd^2*Rs2^2*Lsd^2*Cdc*pole^2*Lsq+3/4*Lsd^2*Rs2^2*Isd*Cdc*pole^2*Lamda

m+3/8*Lsd^3*Rs2^2*Isd^2*Cdc*pole^2-

3/8*Isd*Rs2^2*Lsd*Lamdam*Cdc*pole^2*Lsq+3/8*Lsd*Rs2^2*Lamdam^2*Cdc*pole

^2+3/8*Lsd*Mq2^2*Rs*J*Rs2-

9/64*Lsd^2*Mq2^2*pole^2*Isd^2*Lsq*Ls2)/Lsq/Lsd/Ls2^2/Cdc/J 

 

a1=(9/32*Rs*Ls2*Md2^2*pole^2*Lamdam*Lsd*Isd+3/4*wr*Lsd^2*we^2*Ls2^2*Lsq*

Isq*Cdc*pole^2*Isd-

9/64*Isq^2*pole^2*Lsd*Rs2*Lsq^2*Md2^2+3/4*wr*Lsd*we^2*Ls2^2*Lsq*Isq*Cdc*p

ole^2*Lamdam+3/8*Md1^2*Rs*we^2*Ls2^2*J+9/32*Lsd^2*Rs2*Md2^2*pole^2*Lam

dam*Isd-9/64*Lsd^2*Rs2*Md2^2*pole^2*Isd^2*Lsq-

9/64*Rs*Ls2*Md2^2*pole^2*Isd*Lsq*Lamdam-

9/64*Lsd*Mq2^2*pole^2*Isd*Lsq*Rs2*Lamdam-

9/64*Lsd*Rs2*Md2^2*pole^2*Isd*Lsq*Lamdam+3/4*Rs*Rs2^2*Lsd*Isd*Cdc*pole^2



349 

*Lamdam+9/64*Rs*Mq2^2*pole^2*Lsd^2*Isd^2*Ls2-

3/8*Isq*pole^2*Lsq^2*Rs2^2*Cdc*wr*Lamdam+3/8*Isq^2*pole^2*Lsq^2*we^2*Ls2^

2*Cdc*Rs-

3/8*wr*Lsd*Mq1*we^2*Ls2^2*J*Md1+9/64*Lsd*Mq2^2*pole^2*Lamdam^2*Rs2-

3/4*wr*Lsd*Rs2^2*Lsq^2*Isq*Cdc*pole^2*Isd-

3/8*Rs*Rs2^2*Lamdam*Cdc*pole^2*Isd*Lsq+3/4*wr*Lsd^2*Rs2^2*Lsq*Isq*Cdc*pol

e^2*Isd+3/8*Rs*Rs2^2*Lsd^2*Isd^2*Cdc*pole^2+3/8*Rs^2*Mq2^2*J*Rs2+3/8*Md1^

2*Rs*Rs2^2*J+3/8*Rs*Rs2^2*Lamdam^2*Cdc*pole^2-

9/32*wr*Lsd*Ls2*Lsq^2*Isq*Md2^2*pole^2*Isd+9/64*Rs*Mq2^2*pole^2*Lamdam^2

*Ls2+9/64*Rs*Ls2*Md2^2*pole^2*Lsd^2*Isd^2-

9/64*Rs*Mq2^2*pole^2*Isd^2*Lsq*Ls2*Lsd-

9/64*Rs*Mq2^2*pole^2*Isd*Lsq*Ls2*Lamdam 

+9/64*Isq^2*pole^2*Lsq^3*Mq2^2*Rs2-

3/8*Isq*pole^2*Lsq^2*we^2*Ls2^2*Cdc*wr*Lamdam+9/64*Lsd^3*Rs2*Md2^2*pole^

2*Isd^2+9/64*Isq^2*pole^2*Lsq^3*Rs2*Md2^2+9/32*wr*Lsd*Ls2*Lsq*Isq*Md2^2*p

ole^2*Lamdam+9/32*wr*Lsd^2*Mq2^2*pole^2*Isd*Lsq*Isq*Ls2+9/64*Lsd^3*Mq2^2

*pole^2*Isd^2*Rs2+9/32*Lsd^2*Mq2^2*pole^2*Lamdam*Rs2*Isd-

9/64*Lsd^2*Mq2^2*pole^2*Isd^2*Lsq*Rs2+9/32*wr*Lsd^2*Ls2*Lsq*Isq*Md2^2*pol

e^2*Isd-9/64*Rs*Ls2*Md2^2*pole^2*Isd^2*Lsq*Lsd-

3/8*Rs*Rs2^2*Lsd*Isd^2*Cdc*pole^2*Lsq+9/64*Rs*Ls2*Md2^2*pole^2*Lamdam^2+

9/32*Rs*Mq2^2*pole^2*Lamdam*Ls2*Lsd*Isd+9/64*Isq^2*pole^2*Lsq^2*Mq2^2*Rs

*Ls2+3/8*wr^2*Lsd*Rs2*Md2^2*Lsq*J-

9/64*Isq^2*pole^2*Lsd*Ls2*Lsq*Md2^2*Rs+3/4*wr*Lsd*Rs2^2*Lsq*Isq*Cdc*pole^
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2*Lamdam+9/32*wr*Lsd*Mq2^2*pole^2*Lamdam*Lsq*Isq*Ls2+3/8*Md1*wr*Lsq*M

q1*Rs2^2*J-3/8*Isq^2*pole^2*Lsd*Rs2^2*Lsq*Cdc*Rs-

9/32*wr*Lsd*Mq2^2*pole^2*Isd*Lsq^2*Isq*Ls2-

3/8*Rs*we^2*Ls2^2*Lsd*Isd^2*Cdc*pole^2*Lsq+3/8*Rs*we^2*Ls2^2*Lsd^2*Isd^2*

Cdc*pole^2-

3/8*wr*Lsd*Mq1*Rs2^2*J*Md1+3/8*wr^2*Lsd*Mq2^2*Lsq*J*Rs2+3/8*Isq^2*pole^2

*Lsq^2*Rs2^2*Cdc*Rs-9/64*Isq*pole^2*Lsq^2*Ls2*Md2^2*wr*Lamdam-

9/64*Isq*pole^2*Lsq^2*Mq2^2*wr*Ls2*Lamdam-

3/8*Isq^2*pole^2*Lsd*we^2*Ls2^2*Lsq*Cdc*Rs-

9/32*Mq1*Isq*pole^2*Lsd^2*Ls2*Rs2*Md1*Isd+3/8*Mq1^2*Rs*Rs2^2*J+3/8*Rs^2*

Rs2*Md2^2*J+3/8*Rs*we^2*Ls2^2*Lamdam^2*Cdc*pole^2-

9/32*Mq1^2*Isq^2*pole^2*Lsd*Ls2*Rs2*Lsq+3/4*Rs*we^2*Ls2^2*Lsd*Isd*Cdc*pol

e^2*Lamdam-9/32*Mq1*Isq*pole^2*Lsd*Ls2*Rs2*Md1*Lamdam+ 

9/64*Lsd*Rs2*Md2^2*pole^2*Lamdam^2+9/16*Mq1*Isq*pole^2*Lsq*Ls2*Rs2*Md1*

Lsd*Isd+3/8*Mq1^2*Rs*we^2*Ls2^2*J+9/16*Mq1*Isq*pole^2*Lsq*Ls2*Rs2*Md1*L

amdam-3/4*wr*Lsd*we^2*Ls2^2*Lsq^2*Isq*Cdc*pole^2*Isd+ 

9/32*Mq1^2*Isq^2*pole^2*Lsq^2*Ls2*Rs2+ 

9/64*Isq^2*pole^2*Lsq^2*Ls2*Md2^2*Rs-

9/64*Isq^2*pole^2*Lsd*Mq2^2*Lsq^2*Rs2-

9/64*Isq^2*pole^2*Lsd*Mq2^2*Rs*Lsq*Ls2-

9/32*Md1^2*pole^2*Isd^2*Lsq*Ls2*Rs2*Lsd-

9/32*Md1^2*pole^2*Isd*Lsq*Ls2*Rs2*Lamdam-

9/32*Md1*pole^2*Isd*Lsq^2*Mq1*Ls2*Rs2*Isq+9/16*Md1^2*pole^2*Lamdam*Ls2*
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Rs2*Lsd*Isd+9/32*Md1^2*pole^2*Lamdam^2*Ls2*Rs2+9/32*Md1^2*pole^2*Lsd^2*I

sd^2*Ls2*Rs2+3/8*Md1*wr*Lsq*we^2*Ls2^2*Mq1*J-

3/8*Rs*we^2*Ls2^2*Lamdam*Cdc*pole^2*Isd*Lsq)/Lsq/Lsd/Ls2^2/Cdc/J 

 

a0=(-9/64*Mq1*Isq*pole^2*Lsd^2*we^2*Ls2^2*Md1*Isd 

+9/64*Rs*Rs2*Md2^2*pole^2*Lsd^2*Isd^2+9/64*Rs*Mq2^2*pole^2*Lamdam^2*Rs2

+9/64*Md1^2*pole^2*Lsd^2*Isd^2*we^2*Ls2^2+ 

9/32*Rs*Rs2*Md2^2*pole^2*Lamdam*Lsd*Isd-

9/64*Rs*Rs2*Md2^2*pole^2*Isd^2*Lsq*Lsd 

+9/32*wr*Lsd^2*Rs2*Lsq*Isq*Md2^2*pole^2*Isd-

9/64*Isq*pole^2*Lsq^2*Rs2*Md2^2*wr*Lamdam+9/32*Md1^2*pole^2*Lamdam*we^

2*Ls2^2*Lsd*Isd+9/64*Mq1^2*Isq^2*pole^2*Lsq^2*we^2*Ls2^2+9/64*Md1^2*pole^

2*Lamdam^2*Rs2^2-9/64*Md1*pole^2*Isd*Lsq^2*we^2*Ls2^2*Mq1*Isq-

9/64*Md1*pole^2*Isd*Lsq^2*Mq1*Rs2^2*Isq-

9/64*Md1^2*pole^2*Isd*Lsq*Rs2^2*Lamdam-

9/64*Rs*Mq2^2*pole^2*Isd^2*Lsq*Rs2*Lsd-

9/64*Mq1*Isq*pole^2*Lsd*we^2*Ls2^2*Md1*Lamdam-

9/64*Mq1*Isq*pole^2*Lsd^2*Rs2^2*Md1*Isd+9/32*wr*Lsd^2*Mq2^2*pole^2*Isd*Ls

q*Isq*Rs2+9/32*wr*Lsd*Mq2^2*pole^2*Lamdam*Lsq*Isq*Rs2-

9/64*Rs*Rs2*Md2^2*pole^2*Isd*Lsq*Lamdam+9/32*Rs*Mq2^2*pole^2*Lamdam*Rs

2*Lsd*Isd+9/64*Isq^2*pole^2*Lsq^2*Mq2^2*Rs*Rs2-

9/64*Isq*pole^2*Lsq^2*Mq2^2*wr*Rs2*Lamdam+9/64*Isq^2*pole^2*Lsq^2*Rs2*Md
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2^2*Rs-

9/64*Md1^2*pole^2*Isd^2*Lsq*Rs2^2*Lsd+9/32*Mq1*Isq*pole^2*Lsq*Rs2^2*Md1*

Lsd*Isd+9/32*wr*Lsd*Rs2*Lsq*Isq*Md2^2*pole^2*Lamdam+9/64*Mq1^2*Isq^2*pol

e^2*Lsq^2*Rs2^2-

9/64*Isq^2*pole^2*Lsd*Mq2^2*Rs*Lsq*Rs2+9/64*Md1^2*pole^2*Lamdam^2*we^2*

Ls2^2-

9/64*Md1^2*pole^2*Isd^2*Lsq*we^2*Ls2^2*Lsd+9/64*Rs*Mq2^2*pole^2*Lsd^2*Isd

^2*Rs2-

9/64*Md1^2*pole^2*Isd*Lsq*we^2*Ls2^2*Lamdam+9/32*Mq1*Isq*pole^2*Lsq*we^2

*Ls2^2*Md1*Lsd*Isd-9/32*wr*Lsd*Mq2^2*pole^2*Isd*Lsq^2*Isq*Rs2-

9/32*wr*Lsd*Rs2*Lsq^2*Isq*Md2^2*pole^2*Isd+9/64*Md1^2*pole^2*Lsd^2*Isd^2*

Rs2^2-

9/64*Mq1*Isq*pole^2*Lsd*Rs2^2*Md1*Lamdam+9/32*Mq1*Isq*pole^2*Lsq*we^2*L

s2^2*Md1*Lamdam-9/64*Isq^2*pole^2*Lsd*Rs2*Lsq*Md2^2*Rs-

9/64*Rs*Mq2^2*pole^2*Isd*Lsq*Rs2*Lamdam+9/64*Rs*Rs2*Md2^2*pole^2*Lamda

m^2-

9/64*Mq1^2*Isq^2*pole^2*Lsd*we^2*Ls2^2*Lsq+9/32*Mq1*Isq*pole^2*Lsq*Rs2^2*

Md1*Lamdam-

9/64*Mq1^2*Isq^2*pole^2*Lsd*Rs2^2*Lsq+9/32*Md1^2*pole^2*Lamdam*Rs2^2*Ls

d*Isd)/Lsq/Lsd/Ls2^2/Cdc/J 
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APPENDIX B 

COEFFICIENTS OF THE CHARACTERISTIC EQUATION OF THE PV 

SOURCE 

 

a6=1 

 

a5=1/8*(8*Cm^2*Lg^2*Rd1*C1-

8*Cm^2*Lg^2*Ld1*C1*a111+16*Cm^2*Lg*Ld1*Rg*C1)/Lg^2/Cm^2/Ld1/C1 

 

a4=1/8*(8*Cm^2*Rg^2*Ld1*C1+16*we^2*Cm^2*Lg^2*Ld1*C1-

8*Cm^2*Lg^2*Rd1*C1*a111+3*Md^2*Cm*Lg^2*C1+16*Cm^2*Lg*Rd1*Rg*C1+8*

Cm^2*Lg^2+3*Mq^2*Cm*Lg^2*C1+16*Ld1*Cm*Lg*C1-

16*Cm^2*Lg*Ld1*Rg*C1*a111)/Lg^2/Cm^2/Ld1/C1 

 

a3=1/8*(16*we^2*Cm^2*Lg*Ld1*Rg*C1+16*Ld1*Cm*Rg*C1-

16*we^2*Cm^2*Lg^2*Ld1*C1*a111+16*Cm^2*Lg*Rg+16*Rd1*Cm*Lg*C1-

3*Md^2*Cm*Lg^2*C1*a111+16*we^2*Cm^2*Lg^2*Rd1*C1-

8*Cm^2*Rg^2*Ld1*C1*a111-3*Mq^2*Cm*Lg^2*C1*a111-

16*Cm^2*Lg*Rd1*Rg*C1*a111+8*Cm^2*Rg^2*Rd1*C1+6*Mq^2*Cm*Lg*Rg*C1-

16*Ld1*Cm*Lg*C1*a111+6*Md^2*Cm*Lg*Rg*C1)/Lg^2/Cm^2/Ld1/C1 
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a2=1/8*(16*Cm*Lg-16*Ld1*Cm*Rg*C1*a111-

16*we^2*Cm^2*Lg^2*Rd1*C1*a111+16*we^2*Cm^2*Lg^2-

16*Ld1*we^2*Cm*Lg*C1+8*we^2*Cm^2*Rg^2*Ld1*C1+8*Ld1*C1-

8*Cm^2*Rg^2*Rd1*C1*a111-

16*Rd1*Cm*Lg*C1*a111+8*we^4*Cm^2*Lg^2*Ld1*C1+3*Md^2*Cm*we^2*Lg^2*

C1+16*Rd1*Cm*Rg*C1-

6*Mq^2*Cm*Lg*Rg*C1*a111+16*we^2*Cm^2*Lg*Rd1*Rg*C1+3*Md^2*Lg*C1+3*

Mq^2*we^2*Cm*Lg^2*C1-

16*we^2*Cm^2*Lg*Ld1*Rg*C1*a111+3*Md^2*Cm*Rg^2*C1-

6*Md^2*Cm*Lg*Rg*C1*a111+3*Mq^2*Lg*C1+8*Cm^2*Rg^2+3*Mq^2*Cm*Rg^2*

C1)/Lg^2/Cm^2/Ld1/C1 

 

a1=1/8*(-16*Rd1*we^2*Cm*Lg*C1+16*Cm*Rg-

8*Ld1*C1*a111+3*Md^2*Rg*C1+8*we^2*Cm^2*Rg^2*Rd1*C1+8*we^4*Cm^2*Lg^

2*Rd1*C1-8*we^4*Cm^2*Lg^2*Ld1*C1*a111+16*Ld1*we^2*Cm*Lg*C1*a111-

3*Md^2*Cm*we^2*Lg^2*C1*a111-8*we^2*Cm^2*Rg^2*Ld1*C1*a111-

16*Rd1*Cm*Rg*C1*a111-16*we^2*Cm^2*Lg*Rd1*Rg*C1*a111-

3*Md^2*Lg*C1*a111-3*Mq^2*we^2*Cm*Lg^2*C1*a111+8*Rd1*C1-

3*Md^2*Cm*Rg^2*C1*a111+3*Mq^2*Rg*C1+16*we^2*Cm^2*Lg*Rg-

3*Mq^2*Cm*Rg^2*C1*a111-3*Mq^2*Lg*C1*a111)/Lg^2/Cm^2/Ld1/C1 

 



355 

 

a0=1/8*(8-3*Mq^2*Rg*C1*a111-8*we^2*Cm^2*Rg^2*Rd1*C1*a111-

16*we^2*Cm*Lg+16*Rd1*we^2*Cm*Lg*C1*a111+8*we^4*Cm^2*Lg^2-

3*Md^2*Rg*C1*a111-8*Rd1*C1*a111-

8*we^4*Cm^2*Lg^2*Rd1*C1*a111+8*we^2*Cm^2*Rg^2)/Lg^2/Cm^2/Ld1/C1 
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APPENDIX C 

COEFFICIENTS OF THE ZERO DYNAMICS CHARACTERISTIC EQUATION 

OF THE PV SOURCE 

 

a11=-2/3*we*Qg_ref/Vgq-Vgq/Lg 

 

a12=-Rg/Lg 

 

a13=1/Lg 

 

a21=-2/3*we*Rg*Qg_ref/Vgq+4/3*Rg*we*Qg_ref/Vgq 

 

a22=(we^2*Lg-1/Cm-2*we^2*Lg) 

 

a23=(4/9*Rg*Qg_ref*Lg/Vgq^2*(3/2*Vgq*we/Lg*(-Vgq-2/3*we*Lg*Qg_ref/Vgq)-

1/Lg*Qg_ref/Cm)-2/3/Cm*Ld1*Rd1*Id1_f^2/Ld1) 

 

a24=(we^2*Lg*Rg) 
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a25=(-2/3*Rg^2*Qg_ref/Vgq*we-2/3*we*Lg^2/Vgq*(3/2*Vgq*we/Lg*(-Vgq-

2/3*we*Lg*Qg_ref/Vgq)-1/Lg*Qg_ref/Cm)) 

 

a26=(2/3/Cm*Ld1*Id1_f/Ld1) 

 

a31=Ipv/C1-Id1_f/C1 
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